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Thermal critical point (TCP) vs. quantum critical point (QCP)

Chapter 2. Classical phase transitions and universality 9

2.1 Generic phase diagrams of fluids and magnets

Fig. 2.2 illustrates the phase diagrams of systems near critical points, showing similarities
and di↵erences between (a) a fluid which in particular displays a liquid–gas transition
and (b) a magnet which displays ferromagnet–paramagnet transition. One key di↵erence
is that both the line of first-order transitions and the critical endpoint have enhanced
symmetry in the magnetic case, but not in the fluid case. Many aspects of these phase
diagrams will be discussed in more detail below.

Figure 2.2: Di↵erent representations of the generic phase diagrams of (a) fluids and (b)
magnets.
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Figure 1. Schematic phase diagrams in the vicinity of a quantum critical point
(QCP). The horizontal axis represents the control parameter r used to tune the system
through the quantum phase transition, the vertical axis is the temperature T . a)
Order is only present at zero temperature. The dashed lines indicate the boundaries of
the quantum critical region where the leading critical singularities can be observed;
these crossover lines are given by kBT ∝ |r − rc|νz. b) Order can also exist at
finite temperature. The solid line marks the finite-temperature boundary between
the ordered and disordered phases. Close to this line, the critical behavior is classical.

critical region [16], where both types of fluctuations are important. It is located near the

critical parameter value r = rc at comparatively high (!) temperatures. Its boundaries
are determined by the condition kBT > h̄ωc ∝ |r − rc|νz: the system “looks critical”

with respect to the tuning parameter r, but is driven away from criticality by thermal

fluctuations. Thus, the physics in the quantum critical region is controlled by the

thermal excitations of the quantum critical ground state, whose main characteristics is

the absence of conventional quasiparticle-like excitations. This causes unusual finite-

temperature properties in the quantum critical region, such as unconventional power
laws, non-Fermi liquid behavior etc. Universal behavior is only observable in the vicinity

of the quantum critical point, i.e., when the correlation length is much larger than

microscopic length scales. Quantum critical behavior is thus cut off at high temperatures

when kBT exceeds characteristic microscopic energy scales of the problem – in magnets

this cutoff is, e.g., set by the typical exchange energy.

If order also exists at finite temperatures, Fig. 1b, the phase diagram is even richer.
Here, a real phase transition is encountered upon variation of r at low T ; the quantum

critical point can be viewed as the endpoint of a line of finite-temperature transitions.

As discussed above, classical fluctuations will dominate in the vicinity of the finite-T

phase boundary, but this region becomes narrower with decreasing temperature, such

that it might even be unobservable in a low-T experiment. The fascinating quantum

critical region is again at finite temperatures above the quantum critical point.
A quantum critical point can be generically approached in two different ways:

r → rc at T = 0 or T → 0 at r = rc. The power-law behavior of physical observables in

[M Vojta, Rep. Progr. Phys. ’03]
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TCP vs. QCP: Example

h/J < (h/J)c

~h

Transverse-field Ising model:Liquid-gas transition:

ρ/ρc

T/Tc

[Guggenheim, J. Chem. Phys. ’45]

Order parameter:

… in 3D … in 2D

h/J > (h/J)c

Order parameter:
|⇢L � ⇢G| / |T � Tc|˛; ˛ ⇡ 1=3 |mz | / |J � Jc|˛; ˛ ⇡ 0:33

… and other exponents also agree
[Elliot et al., PRL ’70]
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Figure 1.4 The liquid–gas coexistence curves of many fluids become
identical when the axis are rescaled with the critical values of density and
temperature (see Problem 1.5). The curve is, however, much closer to
the cubic (shown here) than to the quadratic dependence, which implies
β ≈ 1/3. (Reprinted with permission from E. A. Guggenheim, Journal
of Chemical Physics 13, 253 (1945). Copyright 1945, American Institute
of Physics.)

near the critical point at T = Tc and H = 0, can be written as

f (T, H ) = |t |1/w"±

(
H

|t |u/w

)
, (1.9)

where "+(z) for t > 0, and "−(z) for t < 0, are two different functions of a
single variable. Note that even before we specify the forms of "±(z), or the
numbers u and w, the scaling assumption in Eq. (1.9) severely restricts the
possible form of f (T, H ). The point is that once the assumption is made,
the power laws for the magnetization, specific heat, and susceptibility, anal-
ogous to those for the liquid–gas transition in Eqs. (1.5)–(1.8) immediately
follow, together with two equations satisfied by the four critical exponents.
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 Versuch 220-Reale Gase                                                                                                                     5 
  

 
Aus der pD(T)-Abhängigkeit kann man z.B. die molare Verdampfungswärme Qv eines Stoffes 
berechnen (vgl. Versuch 204 „Dampfdruckkurve und Verdampfungswärme“). 
 
Der Tabellenwert für SF6 beträgt:  

Qv = 18.8 
kJ

mol
(bei Siedetemperatur, ϑs = - 59°C) 

 
 

3. Versuchsdurchführung 
 
3.1  Aufbau und Funktion der Meßapparatur 
  
  
  
  
  
  
  
 
 

  
  
  
  
  
  
  
  
 

 

 
Bild 4:  Messapparatur bestehend aus  
 
T... Thermometer, D... Druckkammer,  W... Wasserbad, Q... Quecksilber, H... Handrad 
zur Druckeinstellung,  M... Manometer 

 
 
Die zu untersuchende Substanz befindet sich im Inneren einer Druckkammer aus 
dickwandigem Glas. Umschlossen wird diese von einem Wasserbad, in welchem über einen 
außen angeschlossenen Thermostaten die gewünschte Temperatur eingestellt wird. Der 
Wassermantel dient gleichzeitig als Schutz bei einer möglichen Zerstörung des Druckgefäßes. 
Die Erzeugung des Druckes erfolgt dadurch, dass in der Kammer befindliches Quecksilber 
durch Drehen eines Handrades nach oben gepresst wird und damit das restliche Volumen 
verkleinert. 
Die Größe des Volumens kann direkt  an einer Skala abgelesen werden. Die Messung des 
Druckes geschieht mit einem angeschlossenen Manometer. Zur Temperaturmessung befindet 
sich ein Thermometer im Wasserbad.  
Nach jeder Änderung von Druck, Volumen und Temperatur ist mit der Messung so lange zu 
warten, bis sich ein Gleichgewichtszustand eingestellt hat. Weitere Hinweise liegen am 
Versuchsplatz aus! 

[Grundpraktikum @ FSU Jena]
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Landau-Ginzburg-Wilson theory
Assumption:

Transition uniquely characterized by order-parameter fluctuations

Continuum field theory:
Φ … order-parameter field

Mean-field theory (Landau):

Renormalization group (Wilson):

Universality  ⟺  Existence of stable RG fixed point
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Landau-Ginzburg-Wilson theory: Successes

Ansatz works remarkably well …

… magnets     (~’)

… superconductors              (�;�⇤; a—)

[Wilson & Fisher, PRL ’72]

 [Halperin, Lubensky, Ma, PRL ’74]

… Mott transition in Fermi-point systems

[Herbut, PRL ’06]
[Raghu, Qi, Honerkamp, Zhang, PRL ’08]

[Otsuka, Yunoki, Sorella, PRX ’16]

[Assaad & Herbut, PRX ’13]

…

[LJ & Herbut, PRB ’14]

2D Dirac:
[Sun et al., PRL ’09]

2D QBT:

… and more

[Scherer, Uebelacker, Honerkamp, PRB ’12]
[Pujari, Lang, Murthy, Kaul, PRL ’16]

…

3D QBT:
[Herbut & LJ, PRL ’14]

…

(~’;  †;  )



Landau-Ginzburg-Wilson theory: Successes

Ansatz works remarkably well …

… magnets     (~’)

… superconductors              (�;�⇤; a—)

[Wilson & Fisher, PRL ’72]

 [Halperin, Lubensky, Ma, PRL ’74]

… Mott transition in Fermi-point systems

[Herbut, PRL ’06]
[Raghu, Qi, Honerkamp, Zhang, PRL ’08]

[Otsuka, Yunoki, Sorella, PRX ’16]

[Assaad & Herbut, PRX ’13]

…

[LJ & Herbut, PRB ’14]

2D Dirac:
[Sun et al., PRL ’09]

2D QBT:

… and more

[Scherer, Uebelacker, Honerkamp, PRB ’12]
[Pujari, Lang, Murthy, Kaul, PRL ’16]

…

3D QBT:
[Herbut & LJ, PRL ’14]

…

(~’;  †;  )Exceptions possible?



Challenging Landau’s paradigm
(1) “Fluctuation-induced” quantum criticality

… Kekulé QCP

… i.e., mean-field theory becomes invalid

[Li, Jiang, Jian, Yao, Nat. Comm. ’17]
[Classen, Herbut, Scherer, PRB ’17]

… despite the presence of cubic term in S[Φ]

(2) “Topological” quantum criticality

… Kagome spin liquid

[Hastings, PRB ’00]
[He & Chen, PRL ’15]

[He et al., PRX ’17]
…

… adjacent phase characterized by topological order 
… i.e., no local order parameter 

maintains the properties of the noninteracting system.
For larger values of U, higher-order terms of a perturbative
expansion must be taken into account. In the framework of
DMFT, this is reflected by a significant frequency depend-
ence of the self-energy and an increase of Ξ for the QSHI
solution [25], which becomes rapidly more correlated as U
increases. On the other hand the BI remains largely
unaffected by correlations [see the red region on the
QSHI side of the thick solid line, to be contrasted with
the BI side remaining green in Fig. 1(a)]. The frequency
dependence of the self-energy implies that an increase of
the M term can no longer compensate exactly for the
dynamical effect of the interactions, and the physical
picture is no longer directly linked with the U ¼ 0 point.
The two ground states cannot be continuously connected
and the only way to move from one to the other is a first-
order jump. However, the topological characterization of
the two phases remains the same as in weak coupling, and
in particular the two solutions retain the values of the global
topological invariants of their noninteracting counterparts.
The first-order line ends in a triple point, after which U

and M are so large that the QSHI solution disappears in
favor of a direct transition between the BI and a Mott
insulator (MI), which naturally emerges when the inter-
action strength is larger than any other scale. This highly
correlated solution has a high-spin configuration and a very
large value of Ξ [yellow in Fig. 1(a)]. We have checked that,
releasing the paramagnetic constraint, an antiferromagnet is
stable for large U but it does not spoil the critical behavior.
The first-order behavior and the associated hysteresis are

further illustrated by the behavior of the internal energy
hHi for two interactions, respectively, smaller [panel
(b)] and larger [panel (c)] than Uc ¼ 6.1. The derivative

∂hHi=∂M ≡ 2hTzi is clearly continuous below Uc and it
jumps aboveUc, but it does not vanish on either sides of the
transition [see Fig. 3(a)], and it cannot be used as an order
parameter. On the other hand, the quantity ΔMeff ¼
MeffðBIÞ −MeffðQSHIÞ calculated along the topological
transition line, can be viewed as an order parameter. A
visual analogy with the liquid-gas transition can be
obtained plotting ΔMeff as a function of 1=M for different
values of U which are the counterparts of the isotherms.
The critical behavior is apparent in the corresponding plot
of Fig. 1(d). The topological transition in the correlated part
of the phase diagram becomes, therefore, of first-order in
the usual thermodynamic sense.
Absence of a gap closing.—For noninteracting systems,

the topological invariants are defined in terms of integrals
over the compact Brillouin zone of functions of the Bloch
Hamiltonian, more precisely, of the projection onto its
occupied eigenstates. These functions are continuous in all
band structure parameters as long as an energy gap is
present. As a consequence, if the underlying symmetries of
the system are maintained, the discrete-valued topological
invariants cannot change without a continuous closing of
the energy gap [3,21]. In contrast, by explicit breaking of
TRS or particle number conservation [32–34], a QSHI can
be connected to a trivial band insulator without a gap
closing. In the presence of interactions, the single-particle
Green’s function can acquire zeros that are also associated
with changes in the topological invariants [35].
Remarkably, the topological quantum phase transition

line for U > Uc discovered in this work does not fit into
any of the above pictures. The topological transition is of
first-order and is accompanied by a discontinuity—in the
sense of a finite jump—in the single-particle Green’s
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FIG. 1 (color online). (a) T ¼ 0 phase diagram in the 1=U vs 1=M plane for J ¼ U=4 and λ ¼ 0.3. Besides delimiting the different
phases—Mott, topological, and band insulator (MI, QSHI, and BI, respectively, in the main text)—the color quantifies the many-body
character, as measured by the value of Ξ ¼ 2½Σð0Þ − Σð∞Þ%. The orange squares and the dotted line mark the continuous BI-QSHI
transition for small U. The blue diamonds and the thick solid line mark the first-order transition between the same phases for large U.
The two lines are connected by a quantum critical point. White circles and a dashed line denote the boundary of the MI. (b),(c) Total
energy hHi as a function of M, for two values of U. Vertical arrows mark the transition. The red and blue curves in (c) denote the
solutions coming from the QSHI and from the BI, respectively. The branches with higher energy correspond to metastable solutions that
can be followed beyond the transition point and give rise to hysteresis. (d) Effective band splitting parameter Meff near the quantum
critical point showing the critical behavior of the transition.
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… topological insulator

[Amaricci et al., PRL ’15]

(3) “Deconfined” quantum criticality … continuous order-to-order transition
… characterized by fractionalized excitations[Senthil, Vishwanath, Balents, Sachdev, Fisher, Science ’04]



Deconfined quantum criticality

(1) Néel-to-Kekulé transition on honeycomb lattice
… anticommuting masses
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FIG. 5. Ratio of the standard deviations of the AFM and
KVBS order parameters. Inset: Joint (normalized) proba-
bility distribution of the two order parameters at the critical
point 1/hc = 0.29 for L = 6. Here, U = 6.

The key ingredient underlying this behavior is the anti-
commuting nature of the two mass terms. It is interest-
ing to discuss the relation of our findings to DQCPs [19].
Across the transition, the single particle gap remains fi-
nite, so that the fermions can be integrated out to obtain
a purely bosonic theory with topological terms [45]. For
the case of an O(2)⇥O(2) symmetry corresponding to an
easy axis AFM–VBS transition, Senthil and Fisher [46]
as well as Wang et al. [47] have argued the equivalence
of the bosonic theory to the non-compact-CP1 (NCCP1)
field theory that describes deconfined spinons at critical-
ity. A similar equivalence was put forward by Grover and
Senthil for SO(3)⇥U(1) symmetries [48]. For the KVBS
on the honeycomb lattice, the spinons can be identified
with isolated spin- 12 degrees of freedom at the center of Z3

vortices in the Kekulé order parameter [49]. Such an intu-
itive picture had first been proposed by Levin and Senthil
[50] for the C4 symmetric case. Interestingly, there is nu-
merical evidence that models without low-energy spinons
carried by Z3 vortices exhibit strongly first-order AFM–
KVBS transitions [51, 52].

From the fermionic point of view, the spin models that
exhibit a first-order AFM–KVBS transition [52] have
mass terms that do not anticommute, in contrast to the
model studied here. Moreover, in our case we only al-
low one of the two Kekulé mass terms and can therefore
not construct a spinon-carrying Z3 vortex. If such vor-
tices are essential to obtain an NCCP1 DQCP, our find-
ings would suggest that anticommuting mass terms with
an emergent symmetry provide an alternative route to
generate phase transitions beyond the Landau-Ginzburg-
Wilson paradigm. In our specific case, and from the point
of view of the KVBS, we understand the transition in
terms of a proliferation of domain walls of the Z2 Kekulé
order parameter that carry 1D Néel order.

Our results were obtained with fermionic QMC meth-

ods that scale with the cube of the volume. However,
since the relevant physics of the AFM–KVBS transition
is bosonic, it seems possible to start from Dirac fermions
with anticommuting mass terms and derive spin models
that do not support spinon-carrying Z3 vortices. Such
models can be simulated on large lattices without a sign
problem in the stochastic series expansion representation
[53] to verify our conclusions. Another fruitful direc-
tion for future work is the possibility of studying SO(4)
Gross-Neveu universality. Finally, the model proposed
here is only one of many possible sign-free Hamiltonians
that permit detailed investigations of Dirac fermions with
competing mass terms.
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FIG. 2. Phase diagram with semimetallic, antiferromagnetic
(AFM) and Kekulé-ordered (KVBS) phases from QMC sim-
ulations at T = 0.05. Circles (diamonds) indicate the onset
of long-range Néel (Kekulé) order; open (filled) symbols are
critical values based on L = 3 and 6 (L = 6 and 9), see text.

corresponds to the Hubbard model, whereas

Ĥs = J
X

hij,kli

ŝzij ŝ
z
kl � h

X

hiji

ŝxij (2)

is a ferromagnetic, transverse-field Ising model defined on
the bonds hiji of the honeycomb lattice. The fermion-
spin coupling (⇠ij = 0,±⇠, see Fig. 1) is given by

Ĥfs =
X

hiji,�

⇠ij ŝ
z
ij ĉ

†
i� ĉj�. (3)

It defines a new unit cell with lattice vectors ~A1 and ~A2

and allows for scattering between the Dirac cones and
thereby Kekulé order. The full model has an SU(2) spin
symmetry as well as a Z2 symmetry corresponding to in-
variance under the combined operation of inversion and
ŝzij ! �ŝzij . Under inversion Ĥfs ! �Ĥfs so that the
energy does not depend on the sign of ⇠ and the two pos-
sible Kekulé patterns related by ⇠ ! �⇠ are degenerate.

The Hubbard and spin-fermion terms have the poten-
tial to generate Néel and Kekulé order, respectively. In
the notation of Ref. [12], a low-energy e↵ective theory
takes the form

L =
X

��0

 �


@u�u���0 +

✓
mAFM

mKVBS

◆
·
✓

���0

i�5���0

◆�
 �0 ,

(4)

supplemented with bosonic actions that capture the dy-
namics of the mass terms. Note that the second Kekulé
mass term, i�3 [7], is forbidden in our construction since
it is even under inversion.

Our Hamiltonian Ĥ captures the physics of competing,
dynamically generated mass terms described by Eq. (4).
The introduction of Ising spins is simply a means to de-
fine a model with the desired low-energy theory while at
the same time avoiding the minus-sign problem and hence

opening the road to large scale QMC simulations; the ab-
sence of a sign problem is due to particle-hole symmetry
[34]. This designer Hamiltonian approach is extremely
flexible. For instance, similar sign-free models have re-
cently been introduced to study, e.g., nematic [35] and
ferromagnetic transitions in metals [36], topological Mott
insulators [37], and Z2 lattice gauge theories coupled to
matter [38, 39].
Method.—We used the ALF (Algorithms for Lattice

Fermions) implementation [40] of the well-established
finite-temperature auxiliary-field QMC method [41, 42].
A temperature T = 0.05 (with Trotter discretization
�⌧ = 0.1) was su�cient to obtain results representative
of the ground state. We simulated lattices with L ⇥ L
unit cells (V = 6L2 sites) and periodic boundary condi-
tions. Henceforth, we use t = 1 as the energy unit, set
J = �1 and ⇠ = 0.5, and consider half-filling.
Phase diagram.—The phase diagram shown in Fig. 2

was obtained from a finite-size scaling analysis. We mea-
sured equal-time correlation functions of fermion spin op-
erators Ŝi =

P
��0 ĉ

†
i����0 ĉi�0 , fermion bond operators

B̂ij = �t
P

�(ĉ
†
i� ĉj� + ĉ†j� ĉi�), and Ising spin operators

ŝzij . Because of the larger unit cell, these correlators are

matrices of the form CO
i�,j� with site indices i, j and bond

indices �, �. After diagonalizing the corresponding struc-
ture factors CO

��(q) =
1
V

P
ij C

O
i�,j�e

iq·(Ri�Rj) we calcu-
lated the correlation ratios (O = S, B, s) [43, 44]

RO = 1� �1(q0 + �q)

�1(q0)
(5)

using the largest eigenvalue �1(q); q0 is the ordering wave
vector, q0+ �q a neighboring wave vector. By definition,
RO ! 1 for L ! 1 in the corresponding ordered phase,
whereas RO ! 0 in the disordered phase. At the critical
point, RO is scale-invariant for su�ciently large L so that
results for di↵erent system sizes cross [43, 44].
Figure 3 shows results at U = 6. The onset of long-

range Néel order is detected from the crossing of RAFM ⌘
RS [Fig. 3(a)]. The onset of Kekulé order can be detected
either from RKVBS ⌘ Rs [shown in Fig. 3(b)] or from RB .
The crossings yield a consistent estimate of the critical
point of 1/hc ⇡ 0.29. The same analysis was carried
out for other parameters to construct the phase diagram.
The phase boundaries in Fig. 2 are based on the crossing
points of results for L = 3, 6 (open symbols) and L = 6, 9
(filled symbols), respectively.
Because the semimetal is stable with respect to weak

perturbations [11], phase transitions occur at nonzero
couplings. Accordingly, the phase diagram in Fig. 2
shows an extended semimetallic phase as well as ordered
AFM and KVBS phases. Whereas the semimetal pre-
serves the relevant SO(3)⇥Z2 symmetry of our model,
the AFM breaks the SO(3) spin symmetry and the KVBS
with long-range Kekulé order (and ferromagnetic order
of the Ising spins) breaks the Z2 symmetry. The most
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The theory of second-order phase transitions is one of the foundations of
modern statistical mechanics and condensed-matter theory. A central concept
is the observable order parameter, whose nonzero average value characterizes
one or more phases. At large distances and long times, fluctuations of the order
parameter(s) are described by a continuumfield theory, and these dominate the
physics near such phase transitions. We show that near second-order quantum
phase transitions, subtle quantum interference effects can invalidate this par-
adigm, and we present a theory of quantum critical points in a variety of
experimentally relevant two-dimensional antiferromagnets. The critical points
separate phases characterized by conventional “confining” order parameters.
Nevertheless, the critical theory contains an emergent gauge field and “de-
confined” degrees of freedom associated with fractionalization of the order
parameters. We propose that this paradigm for quantum criticality may be the
key to resolving a number of experimental puzzles in correlated electron sys-
tems and offer a new perspective on the properties of complex materials.

Much recent research in condensed-matter
physics has focused on the behavior of matter
near zero-temperature “quantum” phase tran-
sitions that are seen in several strongly cor-
related many-particle systems (1). Indeed, a
popular view ascribes many properties of cor-
related materials to the competition between
qualitatively distinct ground states and the
associated phase transitions. Examples of
such materials include the cuprate high-
temperature superconductors and the rare
earth intermetallic compounds (known as the
heavy fermion materials).

The traditional guiding principle behind
the modern theory of critical phenomena is
the association of the critical singularities
with fluctuations of an order parameter that
encapsulates the difference between the
two phases on either side of the critical
point (a simple example is the average
magnetic moment, which distinguishes
ferromagnetic iron at room temperature
from its high-temperature paramagnetic
state). This idea, developed by Landau and
Ginzburg (2), has been eminently success-
ful in describing a wide variety of phase-
transition phenomena. It culminated in the

sophisticated renormalization group theory
of Wilson (3), which gave a general pre-
scription for understanding the critical sin-
gularities. Such an approach has been
adapted to examine quantum critical phe-
nomena as well and provides the generally
accepted framework for theoretical descrip-
tions of quantum transitions.

We present specific examples of quantum
phase transitions that do not fit into this
Landau-Ginzburg-Wilson (LGW) paradigm
(4). The natural field theoretic description of
their critical singularities is not in terms of the
order parameter field(s) that describe the bulk
phases, but in terms of new degrees of freedom
specific to the critical point. In our examples,
there is an emergent gauge field that mediates
interactions between emergent particles that
carry fractions of the quantum numbers of the
underlying degrees of freedom. These fraction-
al particles are not present (that is, are confined)
at low energies on either side of the transition
but appear naturally at the transition point.
Laughlin has previously argued for fractional-
ization at quantum critical points on phenome-
nological grounds (5).

We present our examples using phase tran-
sitions in two-dimensional (2D) quantum mag-
netism, although other points of view are also
possible (6). Consider a system of spin S ! 1/2
moments !Sr on the sites, r, of a 2D square
lattice with the Hamiltonian

H ! J!
"rr#$

!Sr ! !Sr# % . . . (1)

where J & 0 is the antiferromagnetic ex-

change interaction, and the ellipses represent
other short-range interactions that may be
tuned to drive various zero-temperature
phase transitions.

Considerable progress has been made in
elucidating the possible ground states of such
a Hamiltonian. The Néel state has long-range
magnetic order (Fig. 1A) and has been ob-
served in a variety of insulators, including the
prominent parent compound of the cuprates:
La2CuO4. Apart from such magnetic states, it
is now recognized that models in the class of
H can exhibit a variety of quantum paramag-
netic ground states. In such states, quantum
fluctuations prevent the spins from develop-
ing magnetic long-range order. One class of
paramagnetic states is the valence bond solids
(VBS) (Fig. 1B). In such states, pairs of
nearby spins form a singlet, resulting in an
ordered pattern of valence bonds. Typically,
such VBS states have an energy gap to spin-
carrying excitations. Furthermore, for spin-
1/2 systems on a square lattice, such states
also necessarily break lattice translational
symmetry. A second class of paramagnets
has a liquid of valence bonds and need not
break lattice translational symmetry, but we
will not consider such states here. Our focus
is on the nature of the phase transition be-
tween the ordered magnet and a VBS. We
also restrict our discussion to the simplest
kinds of ordered antiferromagnets: those with
collinear order, where the order parameter is
a single vector (the Néel vector).
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Fig. 1. (A) The magnetic Néel ground state of
the Hamiltonian Eq. 1 on the square lattice. The
spins, !Sr, fluctuate quantum-mechanically in
the ground state, but they have a nonzero
average magnetic moment, which is oriented
along the directions shown. (B) A VBS quantum
paramagnet. The spins are paired in singlet
valence bonds, which resonate among the
many different ways the spins can be paired up.
The valence bonds crystallize, so that the pat-
tern of bonds shown has a larger weight in the
ground state wavefunction than its symmetry-
related partners (obtained by 90° rotations of
the above states about a site). This ground
state is therefore fourfold degenerate.

RESEARCH ARTICLE

5 MARCH 2004 VOL 303 SCIENCE www.sciencemag.org1490

on O
ctober 7, 2017

 
http://science.sciencem

ag.org/
Downloaded from

 

Deconfined Quantum
Critical Points

T. Senthil,1* Ashvin Vishwanath,1 Leon Balents,2 Subir Sachdev,3

Matthew P. A. Fisher4

The theory of second-order phase transitions is one of the foundations of
modern statistical mechanics and condensed-matter theory. A central concept
is the observable order parameter, whose nonzero average value characterizes
one or more phases. At large distances and long times, fluctuations of the order
parameter(s) are described by a continuumfield theory, and these dominate the
physics near such phase transitions. We show that near second-order quantum
phase transitions, subtle quantum interference effects can invalidate this par-
adigm, and we present a theory of quantum critical points in a variety of
experimentally relevant two-dimensional antiferromagnets. The critical points
separate phases characterized by conventional “confining” order parameters.
Nevertheless, the critical theory contains an emergent gauge field and “de-
confined” degrees of freedom associated with fractionalization of the order
parameters. We propose that this paradigm for quantum criticality may be the
key to resolving a number of experimental puzzles in correlated electron sys-
tems and offer a new perspective on the properties of complex materials.

Much recent research in condensed-matter
physics has focused on the behavior of matter
near zero-temperature “quantum” phase tran-
sitions that are seen in several strongly cor-
related many-particle systems (1). Indeed, a
popular view ascribes many properties of cor-
related materials to the competition between
qualitatively distinct ground states and the
associated phase transitions. Examples of
such materials include the cuprate high-
temperature superconductors and the rare
earth intermetallic compounds (known as the
heavy fermion materials).

The traditional guiding principle behind
the modern theory of critical phenomena is
the association of the critical singularities
with fluctuations of an order parameter that
encapsulates the difference between the
two phases on either side of the critical
point (a simple example is the average
magnetic moment, which distinguishes
ferromagnetic iron at room temperature
from its high-temperature paramagnetic
state). This idea, developed by Landau and
Ginzburg (2), has been eminently success-
ful in describing a wide variety of phase-
transition phenomena. It culminated in the

sophisticated renormalization group theory
of Wilson (3), which gave a general pre-
scription for understanding the critical sin-
gularities. Such an approach has been
adapted to examine quantum critical phe-
nomena as well and provides the generally
accepted framework for theoretical descrip-
tions of quantum transitions.

We present specific examples of quantum
phase transitions that do not fit into this
Landau-Ginzburg-Wilson (LGW) paradigm
(4). The natural field theoretic description of
their critical singularities is not in terms of the
order parameter field(s) that describe the bulk
phases, but in terms of new degrees of freedom
specific to the critical point. In our examples,
there is an emergent gauge field that mediates
interactions between emergent particles that
carry fractions of the quantum numbers of the
underlying degrees of freedom. These fraction-
al particles are not present (that is, are confined)
at low energies on either side of the transition
but appear naturally at the transition point.
Laughlin has previously argued for fractional-
ization at quantum critical points on phenome-
nological grounds (5).

We present our examples using phase tran-
sitions in two-dimensional (2D) quantum mag-
netism, although other points of view are also
possible (6). Consider a system of spin S ! 1/2
moments !Sr on the sites, r, of a 2D square
lattice with the Hamiltonian

H ! J!
"rr#$

!Sr ! !Sr# % . . . (1)

where J & 0 is the antiferromagnetic ex-

change interaction, and the ellipses represent
other short-range interactions that may be
tuned to drive various zero-temperature
phase transitions.

Considerable progress has been made in
elucidating the possible ground states of such
a Hamiltonian. The Néel state has long-range
magnetic order (Fig. 1A) and has been ob-
served in a variety of insulators, including the
prominent parent compound of the cuprates:
La2CuO4. Apart from such magnetic states, it
is now recognized that models in the class of
H can exhibit a variety of quantum paramag-
netic ground states. In such states, quantum
fluctuations prevent the spins from develop-
ing magnetic long-range order. One class of
paramagnetic states is the valence bond solids
(VBS) (Fig. 1B). In such states, pairs of
nearby spins form a singlet, resulting in an
ordered pattern of valence bonds. Typically,
such VBS states have an energy gap to spin-
carrying excitations. Furthermore, for spin-
1/2 systems on a square lattice, such states
also necessarily break lattice translational
symmetry. A second class of paramagnets
has a liquid of valence bonds and need not
break lattice translational symmetry, but we
will not consider such states here. Our focus
is on the nature of the phase transition be-
tween the ordered magnet and a VBS. We
also restrict our discussion to the simplest
kinds of ordered antiferromagnets: those with
collinear order, where the order parameter is
a single vector (the Néel vector).
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Fig. 1. (A) The magnetic Néel ground state of
the Hamiltonian Eq. 1 on the square lattice. The
spins, !Sr, fluctuate quantum-mechanically in
the ground state, but they have a nonzero
average magnetic moment, which is oriented
along the directions shown. (B) A VBS quantum
paramagnet. The spins are paired in singlet
valence bonds, which resonate among the
many different ways the spins can be paired up.
The valence bonds crystallize, so that the pat-
tern of bonds shown has a larger weight in the
ground state wavefunction than its symmetry-
related partners (obtained by 90° rotations of
the above states about a site). This ground
state is therefore fourfold degenerate.
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The theory of second-order phase transitions is one of the foundations of
modern statistical mechanics and condensed-matter theory. A central concept
is the observable order parameter, whose nonzero average value characterizes
one or more phases. At large distances and long times, fluctuations of the order
parameter(s) are described by a continuumfield theory, and these dominate the
physics near such phase transitions. We show that near second-order quantum
phase transitions, subtle quantum interference effects can invalidate this par-
adigm, and we present a theory of quantum critical points in a variety of
experimentally relevant two-dimensional antiferromagnets. The critical points
separate phases characterized by conventional “confining” order parameters.
Nevertheless, the critical theory contains an emergent gauge field and “de-
confined” degrees of freedom associated with fractionalization of the order
parameters. We propose that this paradigm for quantum criticality may be the
key to resolving a number of experimental puzzles in correlated electron sys-
tems and offer a new perspective on the properties of complex materials.

Much recent research in condensed-matter
physics has focused on the behavior of matter
near zero-temperature “quantum” phase tran-
sitions that are seen in several strongly cor-
related many-particle systems (1). Indeed, a
popular view ascribes many properties of cor-
related materials to the competition between
qualitatively distinct ground states and the
associated phase transitions. Examples of
such materials include the cuprate high-
temperature superconductors and the rare
earth intermetallic compounds (known as the
heavy fermion materials).

The traditional guiding principle behind
the modern theory of critical phenomena is
the association of the critical singularities
with fluctuations of an order parameter that
encapsulates the difference between the
two phases on either side of the critical
point (a simple example is the average
magnetic moment, which distinguishes
ferromagnetic iron at room temperature
from its high-temperature paramagnetic
state). This idea, developed by Landau and
Ginzburg (2), has been eminently success-
ful in describing a wide variety of phase-
transition phenomena. It culminated in the

sophisticated renormalization group theory
of Wilson (3), which gave a general pre-
scription for understanding the critical sin-
gularities. Such an approach has been
adapted to examine quantum critical phe-
nomena as well and provides the generally
accepted framework for theoretical descrip-
tions of quantum transitions.

We present specific examples of quantum
phase transitions that do not fit into this
Landau-Ginzburg-Wilson (LGW) paradigm
(4). The natural field theoretic description of
their critical singularities is not in terms of the
order parameter field(s) that describe the bulk
phases, but in terms of new degrees of freedom
specific to the critical point. In our examples,
there is an emergent gauge field that mediates
interactions between emergent particles that
carry fractions of the quantum numbers of the
underlying degrees of freedom. These fraction-
al particles are not present (that is, are confined)
at low energies on either side of the transition
but appear naturally at the transition point.
Laughlin has previously argued for fractional-
ization at quantum critical points on phenome-
nological grounds (5).

We present our examples using phase tran-
sitions in two-dimensional (2D) quantum mag-
netism, although other points of view are also
possible (6). Consider a system of spin S ! 1/2
moments !Sr on the sites, r, of a 2D square
lattice with the Hamiltonian

H ! J!
"rr#$

!Sr ! !Sr# % . . . (1)

where J & 0 is the antiferromagnetic ex-

change interaction, and the ellipses represent
other short-range interactions that may be
tuned to drive various zero-temperature
phase transitions.

Considerable progress has been made in
elucidating the possible ground states of such
a Hamiltonian. The Néel state has long-range
magnetic order (Fig. 1A) and has been ob-
served in a variety of insulators, including the
prominent parent compound of the cuprates:
La2CuO4. Apart from such magnetic states, it
is now recognized that models in the class of
H can exhibit a variety of quantum paramag-
netic ground states. In such states, quantum
fluctuations prevent the spins from develop-
ing magnetic long-range order. One class of
paramagnetic states is the valence bond solids
(VBS) (Fig. 1B). In such states, pairs of
nearby spins form a singlet, resulting in an
ordered pattern of valence bonds. Typically,
such VBS states have an energy gap to spin-
carrying excitations. Furthermore, for spin-
1/2 systems on a square lattice, such states
also necessarily break lattice translational
symmetry. A second class of paramagnets
has a liquid of valence bonds and need not
break lattice translational symmetry, but we
will not consider such states here. Our focus
is on the nature of the phase transition be-
tween the ordered magnet and a VBS. We
also restrict our discussion to the simplest
kinds of ordered antiferromagnets: those with
collinear order, where the order parameter is
a single vector (the Néel vector).

1Department of Physics, Massachusetts Institute of
Technology, Cambridge, MA 02139, USA. 2Depart-
ment of Physics, University of California, Santa Bar-
bara, CA 93106–4030, USA. 3Department of Physics,
Yale University, P.O. Box 208120, New Haven, CT
06520–8120, USA. 4Kavli Institute for Theoretical
Physics, University of California, Santa Barbara, CA
93106–4030, USA.

*To whom correspondence should be addressed. E-
mail: senthil@mit.edu

Fig. 1. (A) The magnetic Néel ground state of
the Hamiltonian Eq. 1 on the square lattice. The
spins, !Sr, fluctuate quantum-mechanically in
the ground state, but they have a nonzero
average magnetic moment, which is oriented
along the directions shown. (B) A VBS quantum
paramagnet. The spins are paired in singlet
valence bonds, which resonate among the
many different ways the spins can be paired up.
The valence bonds crystallize, so that the pat-
tern of bonds shown has a larger weight in the
ground state wavefunction than its symmetry-
related partners (obtained by 90° rotations of
the above states about a site). This ground
state is therefore fourfold degenerate.
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The two-component bosonic spinon field z ¼ ðz1; z2Þ is
related to the Néel vector ~N by ~N ¼ z†~σz. The U(1) gauge
field Aμ is related by duality to the VBS order parameter
~φ ¼ ðφx;φyÞ, which distinguishes the different columnar
singlet patterns [4,18]. Although we will use the language
of the Néel-VBS transition, our conclusions apply more
generally to the above field theory, indicating that it flows
to an SO(5)-symmetric fixed point at the critical value of μ.
In the language of this 3D gauge theory, the VBS order
parameter is the operator M ¼ φx þ iφy that inserts a
Dirac monopole in Aμ [4,19,20].
SO(5) symmetry cannot be made explicit in the formu-

lation of Eq. (1). Fortunately, Senthil and Fisher [21],
building on the work of Tanaka and Hu [22], have argued
that an alternative field theory describes the Néel-VBS
transition and is equivalent to Eq. (1). This is a nonlinear σ
model (NLσM) for the five-component superspin

~Φ ¼ ðNx; Ny; Nz;φx;φyÞ; ð2Þ

augmented with (i) anisotropies that break the global
symmetry from SO(5) down to the spin rotation and spatial
symmetries present microscopically, and (ii) a topological
Wess-Zumino-Witten term at level 1 [23,24], which is
analogous to that in the CFT for the spin chain. The leading
anisotropy plays the role of the mass term in Eq. (1): it
drives the transition between the Néel and VBS ordered
phases.
The NLσM formulation makes the emergent symmetry a

more natural possibility, since it could arise at the critical
point if all the higher anisotropies happen to be renorm-
alization-group irrelevant [22,25]. We will discuss below
the phase diagram for the NLσM (with the WZW term) that
is implied by this conjecture. Because there is at present
no perturbatively accessible description of the transition
that would permit an analytical calculation of scaling
dimensions, we approach the problem using large-scale
simulations.
In previous work we characterized various observables

at the deconfined transition in detail, using a three-
dimensional loop representation to reach system sizes up
to L ¼ 512. See Ref. [9] for details of the model, which is
in the Néel phase for coupling J < Jc and the VBS phase
for J > Jc, with Jc ¼ 0.088501ð3Þ. We found a remarkable
similarity between the critical Néel and VBS correlation
functions. The anomalous dimensions determined from the
correlators at separations r ≪ L are ηNéel ¼ 0.259ð6Þ and
ηVBS ¼ 0.25ð3Þ [26]; the two correlators also behave
similarly in the regime r ∼ L, despite the scaling violations
discussed in Ref. [9]. This suggests searching for an
emergent SO(5) symmetry that would explain these ap-
parent coincidences.
Probability distribution.—Consider the joint distribution

for the Néel and VBS order parameters in a system of linear
size L. If SO(5) symmetry emerges, then this will be a

function only of ~Φ2 ¼ ~N2 þ ~φ2 at the critical point (after a
trivial rescaling of ~φ). Spin rotation symmetry of course
already guarantees that the distribution depends on ~N only
via ~N2. Also, while microscopic spatial symmetry only
allows ~φ to be rotated by multiples of π=2, it is well
established numerically that symmetry under continuous
U(1) rotations of ~φ emerges near the transition [6,27,29].
This was checked for the present model in Ref. [9] (see also
Supplemental Material [30], and see Ref. [33] for related
phenomena). The crucial point is therefore whether the
distribution is invariant under U(1) rotations that mix a
component of ~φ with a component of ~N.
Let the standard deviations of Nx and φx be denoted σN

and σφ, respectively, and use a tilde to denote quantities
rescaled to have unit variance: ~Nx ¼ Nx=σN and

FIG. 1 (color online). The joint probability distribution
Pð ~Nx; ~φxÞ, after rescaling Nx and φx to have unit variance, in
a critical system of size L ¼ 100. The upper plane shows the
contour plot.

FIG. 2 (color online). Main panel: variance ratio σφ=σN plotted
against J for various L. Curves cross at Jc as expected from
SO(5) symmetry. Inset: same quantity as a function of L for
several J around Jc ≃ 0.0885 (key in Fig. 3).
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Deconfined Quantum
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The theory of second-order phase transitions is one of the foundations of
modern statistical mechanics and condensed-matter theory. A central concept
is the observable order parameter, whose nonzero average value characterizes
one or more phases. At large distances and long times, fluctuations of the order
parameter(s) are described by a continuumfield theory, and these dominate the
physics near such phase transitions. We show that near second-order quantum
phase transitions, subtle quantum interference effects can invalidate this par-
adigm, and we present a theory of quantum critical points in a variety of
experimentally relevant two-dimensional antiferromagnets. The critical points
separate phases characterized by conventional “confining” order parameters.
Nevertheless, the critical theory contains an emergent gauge field and “de-
confined” degrees of freedom associated with fractionalization of the order
parameters. We propose that this paradigm for quantum criticality may be the
key to resolving a number of experimental puzzles in correlated electron sys-
tems and offer a new perspective on the properties of complex materials.

Much recent research in condensed-matter
physics has focused on the behavior of matter
near zero-temperature “quantum” phase tran-
sitions that are seen in several strongly cor-
related many-particle systems (1). Indeed, a
popular view ascribes many properties of cor-
related materials to the competition between
qualitatively distinct ground states and the
associated phase transitions. Examples of
such materials include the cuprate high-
temperature superconductors and the rare
earth intermetallic compounds (known as the
heavy fermion materials).

The traditional guiding principle behind
the modern theory of critical phenomena is
the association of the critical singularities
with fluctuations of an order parameter that
encapsulates the difference between the
two phases on either side of the critical
point (a simple example is the average
magnetic moment, which distinguishes
ferromagnetic iron at room temperature
from its high-temperature paramagnetic
state). This idea, developed by Landau and
Ginzburg (2), has been eminently success-
ful in describing a wide variety of phase-
transition phenomena. It culminated in the

sophisticated renormalization group theory
of Wilson (3), which gave a general pre-
scription for understanding the critical sin-
gularities. Such an approach has been
adapted to examine quantum critical phe-
nomena as well and provides the generally
accepted framework for theoretical descrip-
tions of quantum transitions.

We present specific examples of quantum
phase transitions that do not fit into this
Landau-Ginzburg-Wilson (LGW) paradigm
(4). The natural field theoretic description of
their critical singularities is not in terms of the
order parameter field(s) that describe the bulk
phases, but in terms of new degrees of freedom
specific to the critical point. In our examples,
there is an emergent gauge field that mediates
interactions between emergent particles that
carry fractions of the quantum numbers of the
underlying degrees of freedom. These fraction-
al particles are not present (that is, are confined)
at low energies on either side of the transition
but appear naturally at the transition point.
Laughlin has previously argued for fractional-
ization at quantum critical points on phenome-
nological grounds (5).

We present our examples using phase tran-
sitions in two-dimensional (2D) quantum mag-
netism, although other points of view are also
possible (6). Consider a system of spin S ! 1/2
moments !Sr on the sites, r, of a 2D square
lattice with the Hamiltonian

H ! J!
"rr#$

!Sr ! !Sr# % . . . (1)

where J & 0 is the antiferromagnetic ex-

change interaction, and the ellipses represent
other short-range interactions that may be
tuned to drive various zero-temperature
phase transitions.

Considerable progress has been made in
elucidating the possible ground states of such
a Hamiltonian. The Néel state has long-range
magnetic order (Fig. 1A) and has been ob-
served in a variety of insulators, including the
prominent parent compound of the cuprates:
La2CuO4. Apart from such magnetic states, it
is now recognized that models in the class of
H can exhibit a variety of quantum paramag-
netic ground states. In such states, quantum
fluctuations prevent the spins from develop-
ing magnetic long-range order. One class of
paramagnetic states is the valence bond solids
(VBS) (Fig. 1B). In such states, pairs of
nearby spins form a singlet, resulting in an
ordered pattern of valence bonds. Typically,
such VBS states have an energy gap to spin-
carrying excitations. Furthermore, for spin-
1/2 systems on a square lattice, such states
also necessarily break lattice translational
symmetry. A second class of paramagnets
has a liquid of valence bonds and need not
break lattice translational symmetry, but we
will not consider such states here. Our focus
is on the nature of the phase transition be-
tween the ordered magnet and a VBS. We
also restrict our discussion to the simplest
kinds of ordered antiferromagnets: those with
collinear order, where the order parameter is
a single vector (the Néel vector).
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Fig. 1. (A) The magnetic Néel ground state of
the Hamiltonian Eq. 1 on the square lattice. The
spins, !Sr, fluctuate quantum-mechanically in
the ground state, but they have a nonzero
average magnetic moment, which is oriented
along the directions shown. (B) A VBS quantum
paramagnet. The spins are paired in singlet
valence bonds, which resonate among the
many different ways the spins can be paired up.
The valence bonds crystallize, so that the pat-
tern of bonds shown has a larger weight in the
ground state wavefunction than its symmetry-
related partners (obtained by 90° rotations of
the above states about a site). This ground
state is therefore fourfold degenerate.
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parameters. We propose that this paradigm for quantum criticality may be the
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related materials to the competition between
qualitatively distinct ground states and the
associated phase transitions. Examples of
such materials include the cuprate high-
temperature superconductors and the rare
earth intermetallic compounds (known as the
heavy fermion materials).

The traditional guiding principle behind
the modern theory of critical phenomena is
the association of the critical singularities
with fluctuations of an order parameter that
encapsulates the difference between the
two phases on either side of the critical
point (a simple example is the average
magnetic moment, which distinguishes
ferromagnetic iron at room temperature
from its high-temperature paramagnetic
state). This idea, developed by Landau and
Ginzburg (2), has been eminently success-
ful in describing a wide variety of phase-
transition phenomena. It culminated in the

sophisticated renormalization group theory
of Wilson (3), which gave a general pre-
scription for understanding the critical sin-
gularities. Such an approach has been
adapted to examine quantum critical phe-
nomena as well and provides the generally
accepted framework for theoretical descrip-
tions of quantum transitions.

We present specific examples of quantum
phase transitions that do not fit into this
Landau-Ginzburg-Wilson (LGW) paradigm
(4). The natural field theoretic description of
their critical singularities is not in terms of the
order parameter field(s) that describe the bulk
phases, but in terms of new degrees of freedom
specific to the critical point. In our examples,
there is an emergent gauge field that mediates
interactions between emergent particles that
carry fractions of the quantum numbers of the
underlying degrees of freedom. These fraction-
al particles are not present (that is, are confined)
at low energies on either side of the transition
but appear naturally at the transition point.
Laughlin has previously argued for fractional-
ization at quantum critical points on phenome-
nological grounds (5).

We present our examples using phase tran-
sitions in two-dimensional (2D) quantum mag-
netism, although other points of view are also
possible (6). Consider a system of spin S ! 1/2
moments !Sr on the sites, r, of a 2D square
lattice with the Hamiltonian
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where J & 0 is the antiferromagnetic ex-

change interaction, and the ellipses represent
other short-range interactions that may be
tuned to drive various zero-temperature
phase transitions.

Considerable progress has been made in
elucidating the possible ground states of such
a Hamiltonian. The Néel state has long-range
magnetic order (Fig. 1A) and has been ob-
served in a variety of insulators, including the
prominent parent compound of the cuprates:
La2CuO4. Apart from such magnetic states, it
is now recognized that models in the class of
H can exhibit a variety of quantum paramag-
netic ground states. In such states, quantum
fluctuations prevent the spins from develop-
ing magnetic long-range order. One class of
paramagnetic states is the valence bond solids
(VBS) (Fig. 1B). In such states, pairs of
nearby spins form a singlet, resulting in an
ordered pattern of valence bonds. Typically,
such VBS states have an energy gap to spin-
carrying excitations. Furthermore, for spin-
1/2 systems on a square lattice, such states
also necessarily break lattice translational
symmetry. A second class of paramagnets
has a liquid of valence bonds and need not
break lattice translational symmetry, but we
will not consider such states here. Our focus
is on the nature of the phase transition be-
tween the ordered magnet and a VBS. We
also restrict our discussion to the simplest
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Fig. 1. (A) The magnetic Néel ground state of
the Hamiltonian Eq. 1 on the square lattice. The
spins, !Sr, fluctuate quantum-mechanically in
the ground state, but they have a nonzero
average magnetic moment, which is oriented
along the directions shown. (B) A VBS quantum
paramagnet. The spins are paired in singlet
valence bonds, which resonate among the
many different ways the spins can be paired up.
The valence bonds crystallize, so that the pat-
tern of bonds shown has a larger weight in the
ground state wavefunction than its symmetry-
related partners (obtained by 90° rotations of
the above states about a site). This ground
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is the observable order parameter, whose nonzero average value characterizes
one or more phases. At large distances and long times, fluctuations of the order
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the association of the critical singularities
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point (a simple example is the average
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gularities. Such an approach has been
adapted to examine quantum critical phe-
nomena as well and provides the generally
accepted framework for theoretical descrip-
tions of quantum transitions.
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phase transitions that do not fit into this
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(4). The natural field theoretic description of
their critical singularities is not in terms of the
order parameter field(s) that describe the bulk
phases, but in terms of new degrees of freedom
specific to the critical point. In our examples,
there is an emergent gauge field that mediates
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al particles are not present (that is, are confined)
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but appear naturally at the transition point.
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possible (6). Consider a system of spin S ! 1/2
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change interaction, and the ellipses represent
other short-range interactions that may be
tuned to drive various zero-temperature
phase transitions.
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elucidating the possible ground states of such
a Hamiltonian. The Néel state has long-range
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served in a variety of insulators, including the
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La2CuO4. Apart from such magnetic states, it
is now recognized that models in the class of
H can exhibit a variety of quantum paramag-
netic ground states. In such states, quantum
fluctuations prevent the spins from develop-
ing magnetic long-range order. One class of
paramagnetic states is the valence bond solids
(VBS) (Fig. 1B). In such states, pairs of
nearby spins form a singlet, resulting in an
ordered pattern of valence bonds. Typically,
such VBS states have an energy gap to spin-
carrying excitations. Furthermore, for spin-
1/2 systems on a square lattice, such states
also necessarily break lattice translational
symmetry. A second class of paramagnets
has a liquid of valence bonds and need not
break lattice translational symmetry, but we
will not consider such states here. Our focus
is on the nature of the phase transition be-
tween the ordered magnet and a VBS. We
also restrict our discussion to the simplest
kinds of ordered antiferromagnets: those with
collinear order, where the order parameter is
a single vector (the Néel vector).
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Fig. 1. (A) The magnetic Néel ground state of
the Hamiltonian Eq. 1 on the square lattice. The
spins, !Sr, fluctuate quantum-mechanically in
the ground state, but they have a nonzero
average magnetic moment, which is oriented
along the directions shown. (B) A VBS quantum
paramagnet. The spins are paired in singlet
valence bonds, which resonate among the
many different ways the spins can be paired up.
The valence bonds crystallize, so that the pat-
tern of bonds shown has a larger weight in the
ground state wavefunction than its symmetry-
related partners (obtained by 90° rotations of
the above states about a site). This ground
state is therefore fourfold degenerate.
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The two-component bosonic spinon field z ¼ ðz1; z2Þ is
related to the Néel vector ~N by ~N ¼ z†~σz. The U(1) gauge
field Aμ is related by duality to the VBS order parameter
~φ ¼ ðφx;φyÞ, which distinguishes the different columnar
singlet patterns [4,18]. Although we will use the language
of the Néel-VBS transition, our conclusions apply more
generally to the above field theory, indicating that it flows
to an SO(5)-symmetric fixed point at the critical value of μ.
In the language of this 3D gauge theory, the VBS order
parameter is the operator M ¼ φx þ iφy that inserts a
Dirac monopole in Aμ [4,19,20].
SO(5) symmetry cannot be made explicit in the formu-

lation of Eq. (1). Fortunately, Senthil and Fisher [21],
building on the work of Tanaka and Hu [22], have argued
that an alternative field theory describes the Néel-VBS
transition and is equivalent to Eq. (1). This is a nonlinear σ
model (NLσM) for the five-component superspin

~Φ ¼ ðNx; Ny; Nz;φx;φyÞ; ð2Þ

augmented with (i) anisotropies that break the global
symmetry from SO(5) down to the spin rotation and spatial
symmetries present microscopically, and (ii) a topological
Wess-Zumino-Witten term at level 1 [23,24], which is
analogous to that in the CFT for the spin chain. The leading
anisotropy plays the role of the mass term in Eq. (1): it
drives the transition between the Néel and VBS ordered
phases.
The NLσM formulation makes the emergent symmetry a

more natural possibility, since it could arise at the critical
point if all the higher anisotropies happen to be renorm-
alization-group irrelevant [22,25]. We will discuss below
the phase diagram for the NLσM (with the WZW term) that
is implied by this conjecture. Because there is at present
no perturbatively accessible description of the transition
that would permit an analytical calculation of scaling
dimensions, we approach the problem using large-scale
simulations.
In previous work we characterized various observables

at the deconfined transition in detail, using a three-
dimensional loop representation to reach system sizes up
to L ¼ 512. See Ref. [9] for details of the model, which is
in the Néel phase for coupling J < Jc and the VBS phase
for J > Jc, with Jc ¼ 0.088501ð3Þ. We found a remarkable
similarity between the critical Néel and VBS correlation
functions. The anomalous dimensions determined from the
correlators at separations r ≪ L are ηNéel ¼ 0.259ð6Þ and
ηVBS ¼ 0.25ð3Þ [26]; the two correlators also behave
similarly in the regime r ∼ L, despite the scaling violations
discussed in Ref. [9]. This suggests searching for an
emergent SO(5) symmetry that would explain these ap-
parent coincidences.
Probability distribution.—Consider the joint distribution

for the Néel and VBS order parameters in a system of linear
size L. If SO(5) symmetry emerges, then this will be a

function only of ~Φ2 ¼ ~N2 þ ~φ2 at the critical point (after a
trivial rescaling of ~φ). Spin rotation symmetry of course
already guarantees that the distribution depends on ~N only
via ~N2. Also, while microscopic spatial symmetry only
allows ~φ to be rotated by multiples of π=2, it is well
established numerically that symmetry under continuous
U(1) rotations of ~φ emerges near the transition [6,27,29].
This was checked for the present model in Ref. [9] (see also
Supplemental Material [30], and see Ref. [33] for related
phenomena). The crucial point is therefore whether the
distribution is invariant under U(1) rotations that mix a
component of ~φ with a component of ~N.
Let the standard deviations of Nx and φx be denoted σN

and σφ, respectively, and use a tilde to denote quantities
rescaled to have unit variance: ~Nx ¼ Nx=σN and

FIG. 1 (color online). The joint probability distribution
Pð ~Nx; ~φxÞ, after rescaling Nx and φx to have unit variance, in
a critical system of size L ¼ 100. The upper plane shows the
contour plot.

FIG. 2 (color online). Main panel: variance ratio σφ=σN plotted
against J for various L. Curves cross at Jc as expected from
SO(5) symmetry. Inset: same quantity as a function of L for
several J around Jc ≃ 0.0885 (key in Fig. 3).
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standard deviation
The two-component bosonic spinon field z ¼ ðz1; z2Þ is
related to the Néel vector ~N by ~N ¼ z†~σz. The U(1) gauge
field Aμ is related by duality to the VBS order parameter
~φ ¼ ðφx;φyÞ, which distinguishes the different columnar
singlet patterns [4,18]. Although we will use the language
of the Néel-VBS transition, our conclusions apply more
generally to the above field theory, indicating that it flows
to an SO(5)-symmetric fixed point at the critical value of μ.
In the language of this 3D gauge theory, the VBS order
parameter is the operator M ¼ φx þ iφy that inserts a
Dirac monopole in Aμ [4,19,20].
SO(5) symmetry cannot be made explicit in the formu-

lation of Eq. (1). Fortunately, Senthil and Fisher [21],
building on the work of Tanaka and Hu [22], have argued
that an alternative field theory describes the Néel-VBS
transition and is equivalent to Eq. (1). This is a nonlinear σ
model (NLσM) for the five-component superspin

~Φ ¼ ðNx; Ny; Nz;φx;φyÞ; ð2Þ

augmented with (i) anisotropies that break the global
symmetry from SO(5) down to the spin rotation and spatial
symmetries present microscopically, and (ii) a topological
Wess-Zumino-Witten term at level 1 [23,24], which is
analogous to that in the CFT for the spin chain. The leading
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drives the transition between the Néel and VBS ordered
phases.
The NLσM formulation makes the emergent symmetry a

more natural possibility, since it could arise at the critical
point if all the higher anisotropies happen to be renorm-
alization-group irrelevant [22,25]. We will discuss below
the phase diagram for the NLσM (with the WZW term) that
is implied by this conjecture. Because there is at present
no perturbatively accessible description of the transition
that would permit an analytical calculation of scaling
dimensions, we approach the problem using large-scale
simulations.
In previous work we characterized various observables

at the deconfined transition in detail, using a three-
dimensional loop representation to reach system sizes up
to L ¼ 512. See Ref. [9] for details of the model, which is
in the Néel phase for coupling J < Jc and the VBS phase
for J > Jc, with Jc ¼ 0.088501ð3Þ. We found a remarkable
similarity between the critical Néel and VBS correlation
functions. The anomalous dimensions determined from the
correlators at separations r ≪ L are ηNéel ¼ 0.259ð6Þ and
ηVBS ¼ 0.25ð3Þ [26]; the two correlators also behave
similarly in the regime r ∼ L, despite the scaling violations
discussed in Ref. [9]. This suggests searching for an
emergent SO(5) symmetry that would explain these ap-
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Probability distribution.—Consider the joint distribution
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established numerically that symmetry under continuous
U(1) rotations of ~φ emerges near the transition [6,27,29].
This was checked for the present model in Ref. [9] (see also
Supplemental Material [30], and see Ref. [33] for related
phenomena). The crucial point is therefore whether the
distribution is invariant under U(1) rotations that mix a
component of ~φ with a component of ~N.
Let the standard deviations of Nx and φx be denoted σN

and σφ, respectively, and use a tilde to denote quantities
rescaled to have unit variance: ~Nx ¼ Nx=σN and

FIG. 1 (color online). The joint probability distribution
Pð ~Nx; ~φxÞ, after rescaling Nx and φx to have unit variance, in
a critical system of size L ¼ 100. The upper plane shows the
contour plot.

FIG. 2 (color online). Main panel: variance ratio σφ=σN plotted
against J for various L. Curves cross at Jc as expected from
SO(5) symmetry. Inset: same quantity as a function of L for
several J around Jc ≃ 0.0885 (key in Fig. 3).
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Breakdown of Landau-Ginzburg-Wilson
Continuum field theory for Néel phase:

… O(3) nonlinear σ model
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… nonvanishing for monopole events:
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compact in the continuum limit appropriate to the crit-
ical point.

The Néel vector field is a composite of the spinon fields

ϕ⃗ = z†σ⃗z (17)

This is just the well-known CP 1 representation of the
unit vector ϕ⃗. However, it is absolutely crucial that the
gauge field Aµ be regarded as non-compact. Indeed, it is
the non-compactness that allows for the conservation of
the skyrmion number that obtains at the critical point.
To see this, note that we can also express6) the conserved
Q as

Q =
1
2π

∫
dxdy (∂xAy − ∂yAx) , (18)

and it is evident that this is strictly conserved by
Zdeconfined so long as the gauge field is non-compact. In
contrast for a compact gauge theory, instanton events
which change the gauge flux by 2π are allowed which then
kills the conservation of Q. It should now be clear that
these instanton events precisely describe the skyrmion-
number changing monopoles.

How are we to reconcile the absence of monopoles at
the critical fixed point with their supposed proliferation
in the paramagnetic phase? The answer is that although
(in the presence of appropriate Berry phases) monopoles
are irrelevant at the critical fixed point of Zdeconfined,
they are relevant at the paramagnetic fixed point of this
theory. Indeed the paramagnetic phase of Zdeconfined is
aptly described as a U(1) spin liquid20) with a gapless
deconfined ‘photon’ field Aµ. This is unstable to the in-
clusion of monopoles (unlike the critical fixed point). The
resulting flows away from this U(1) spin liquid lead to
the VBS phase with broken translation symmetry, and
confined spinons. The structure of the renormalization
group flows is shown in Fig. 8 (a similar structure of flows
was discussed earlier5, 19, 21) for SU(N) quantum antifer-
romagnets for large N). Unlike the usual O(n) fixed point
of Eq. (9), here the initial flow away from the critical
fixed point is not toward a stable paramagnet but rather
toward the unstable U(1) spin liquid state.

Renormalization group flows with this structure have
the general consequence of having two distinct diverg-
ing length or time scales (or equivalently two vanishing
energy scales). Consider the paramagnetic side close to
the transition. First there is the spin correlation length ξ
whose divergence is described by Zdeconfined. At this scale
there is a crossover from the critical fixed point to the
unstable paramagnetic U(1) spin liquid fixed point which
has the free photon. However the instability of this spin
liquid fixed point to VBS order and confinement occurs
at a much larger scale ξV BS which diverges as a power
of ξ.

The physical consequences of the existence of such a
deconfined critical point have been discussed in detail
in our work.2) Here we simply make a few brief fur-
ther clarifying observations. One immediate consequence
of the emergent topological conservation law is that it
fixes the scaling dimension of the flux density (or Néel
skyrmion density in terms of the spin variables) oper-
ator f0 = (∂xAy − ∂yAx). At criticality, this conserva-

U(1) spin 
liquidggc

λ4

VBS

Neel
0 ∞

∞

Fig. 8. Schematic renormalization group flows for the S = 1/2
square lattice quantum antiferromagnet Hs in Eq. (15). The the-
ory Zdeconfined in Eq. (16) describes only the line λ4 = 0 (with
s ∼ (g − gc)): it is therefore a theory for the transition between
the Néel state and a U(1) spin liquid with a gapless ‘photon’.
However, the lattice antiferromagnet always has a non-zero bare
value of the monopole fugacity λ4 (the monopoles are quadrupled
by the Berry phases, as reviewed elsewhere10)). The λ4 pertur-
bation is irrelevant at the g = gc critical point of Zdeconfined:
this critical point therefore also described the transition in the
lattice antiferromagnet. However, the g → ∞ U(1) spin liquid
fixed point is unstable to λ4, and the paramagnet is therefore a
gapped VBS state. In the earlier discussion5, 19, 21) of such flows
for large N SU(N) quantum antiferromagnets, the monopoles
were found to be irrelevant at the critical point with or with-
out Berry phases, while for N = 2, Berry phases are required
to render the monopoles irrelevant at criticality. It was this cru-
cial distinction between large and small N which ultimately pre-
vented a complete picture from emerging from the early large N
studies.5, 19, 21)

gc
g

Neel VBS

Quantum 
critical

"free 
photon" VBS

R
ξ ξVBS

Fig. 9. Structure of correlations on approaching the deconfined
Néel-VBS quantum critical point from the VBS side. Two di-
verging length scales, the correlation length ξ and a longer length
scale ξV BS are present. As usual, at length scales R shorter than
ξ, quantum critical (Q.C.) correlations are observed - e.g. spin-
spin correlators are power law and flux-flux correlators fall off
as ∼ R−4. At intermediate length scales, ξ ≪ R ≪ ξV BS , spin
correlators are exponentially decaying while flux-flux correlators
take on the free photon form ∼ R−3. At the longest length scales,
only VBS order is present.

tion law implies ⟨f0(R)f0(0)⟩ ∼ R−4 at long distances.
Furthermore, slightly away from the critical point this
conservation of skyrmion number holds only up to the
length scale ξV BS which diverges faster than the spin
correlation length. The resulting structure of correlations
close to the critical point (on the VBS side) is shown in
Fig 9, and discussed in detail in our work.2) As usual,
quantum critical correlations obtain for length scales R
much smaller than the correlation length (R ≪ ξ), where
for example spin-spin correlations show power law decay,
while the flux correlations have the R−4 form described

J. Phys. Soc. Jpn.
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Alternative formulations of deconfined QCP
Duality conjecture:

noncompact CP1 model   ⟺    QED3-Gross-Neveu model

[Wang, Nahum, Metlitski, Xu, Senthil, PRX ’17]

… with V(Φ) tuned to criticality

(n1; n2; n3; n4; n5) ⇠ (

U(1)z }| {
2ReM

b

; 2 ImM
b

;

O(3)z }| {
z†�

x

z; z†�
y

z; z†�
z

z)

⇠
h
Re ( †

1Ma

);�Im ( †
1Ma

);Re ( †
2Ma

); Im ( †
2Ma

)
| {z }

U(2)

;�
i

… naturally explains emergent SO(5)! … part of “duality web” in 2+1D:
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Consequences of NCCP1 ⟺ QED3-Gross-Neveu

(1) [z†�zz ] = [�] ) ”QED3-GN = ”Néel = ”VBS
… ηNéel = ηVBS consistent with QMC

[Sandvik, PRL ’07]

(2) [z†z ] = [�2] ) ⌫QED3-GN = ⌫Néel-VBS

(3) [ ̄�z ] = [�2] ) [ ̄�z ] = 3� 1=⌫QED3-GN

: : : from (�2; : : : ) ⇠ (z†�zz; z†z; : : : )

: : : from ¯ �z ⇠ z†z

: : : from � ⇠ z†�zz

Predictions for critical behavior: [Wang, Nahum, Metlitski, Xu, Senthil, PRX ’17]

… nontrivial prediction fully within QED3-GN

… allows quantitative test of duality conjecture

Here: (a) Existence of QCP in QED3-GN model? 
  (b) Critical behavior?

… prerequisite for duality

… & comparison with NCCP1



QED3-Gross-Neveu model: GN limit
Lagrangian:

… in D = 2+1
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Gross-Neveu-Yukawa theory

Relativistic Mott criticality in graphene
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We formulate the effective Gross-Neveu-Yukawa theory of the semimetal-insulator transitions on the hon-
eycomb lattice and compute its quantum critical behavior near three !spatial" dimensions. We find that at the
critical point Dirac fermions do not survive as coherent excitations and that the #1 /r tail of the weak Coulomb
interaction is an irrelevant coupling. The emergent Lorentz invariance near criticality implies a universal ratio
of the low-temperature specific heats of the metallic and the rotational-symmetry-broken insulating phase.
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I. INTRODUCTION

It is well known that the large overlap between the pz
orbitals from neighboring carbon atoms makes graphene an
excellent conductor.1 Nevertheless, one can conceive of situ-
ations in which the relative strength of the repulsive Cou-
lomb interaction between electrons would be higher so that
graphene would turn into a Mott insulator. A recent calcula-
tion suggests that just taking the graphene sheet away from
the substrate may gap out the Dirac points.2,3 If so, varying
the dielectric constant of the surrounding medium over a
sufficiently wide range could in principle be used to tune
through the metal-insulator !MI" transition in graphene. An-
other possibility would be stretching the sheet to reduce the
hopping between the pz orbitals. Such a quantum phase tran-
sition would be the analog of the Higgs mechanism for
gauge-neutral fermions in particle physics, with the Higgs
boson here as a composite field. It would represent maybe
the simplest example of fermionic quantum criticality, in
which the gapless fermions exist only near the isolated points
in the momentum space. A finite gap would also make
graphene more interesting for potential applications in
electronics.4

A unique feature of the Mott phase in graphene is that it
may come in several varieties: from the familiar Néel and
staggered-density phases,5,6 to the more exotic insulators that
break the time-reversal symmetry !TRS".7 There have been
several studies of the MI transition in graphene.2,6–12 Never-
theless, several fundamental questions still await answers.
Among these, the following qualitative issues seem particu-
larly pertinent: !1" what is the role of Dirac fermions in the
critical behavior, !2" how does the criticality depend on the
nature of the order parameter !OP" in the Mott insulator, !3"
what is the fate of fermions near the critical point, !4" is the
long-range tail of the Coulomb interaction relevant? Ques-
tions 1 and 3 echo some of the central themes of the wider
field of quantum critical phenomena,13,14 whereas the last
question, as we will argue, is related to the classic problem
of triviality of the continuum limit in nonasymptotically free-
field theories.

In this paper, we present an effective theory of the Mott
transition in graphene which allows us to address these and
related issues in a controlled and transparent way. Our action
contains both the self-interacting bosonic !or “Higgs”" OPs

and the Dirac fermions, coupled by Yukawa-like terms. It
represents a simple modification of the Gross-Neveu theory,
derived previously in the large-N limit,6 but with a crucial
feature: there is an upper critical !space" dimension in the
problem of three. This allows one to perform the !=3−d
expansion, with the Higgs and the fermionic fields at all
stages of the calculation treated on the same footing, thus
placing the Mott criticality in graphene at the same level of
rigor as the textbook "4 theory. We find the MI transition in
graphene to be of the second order, and to be governed by
the critical point laying at a finite Yukawa coupling !Fig. 1".
Although crucial for the critical behavior, Dirac fermions
acquire a small positive anomalous dimension, so that the
residue of the quasiparticle pole continuously vanishes as the
transition is approached from the metallic side. Whereas the
transition may be tuned by increasing the strength of Cou-
lomb repulsion, its #1 /r tail is in fact an irrelevant pertur-
bation to the leading order in !. We determine the depen-
dence of the critical exponents on the broken symmetry of
the Mott phase. Our analytical results compare favorably
with those of a recent numerical work.2 The emergent Lor-
entz symmetry near criticality implies the existence of a par-
ticular universal quantity: the ratio of the low-temperature
specific heats of the semimetal and of the rotationally non-
invariant insulator. Finally, possible analogies between the

�

�

�

!�"

#

FIG. 1. Schematic flow in the critical plane for Mott transitions
in graphene. For any positive bosonic quartic coupling # the tran-
sition is continuous and governed by the fermionic critical point F.
g is the Yukawa coupling between the OP and Dirac fermions. The
other marked fixed points are the Gaussian !G" and the Wilson-
Fisher !WF". The !unmarked" bicritical fixed point is unphysical, as
argued below.
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GN-QCP exists for all 2 < D < 4 and can be understood as either …
… IR fixed point of GNY … UV fixed point of GNor
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Supplemental Material:

Spontaneous breaking of Lorentz symmetry in (2+1)-dimensional QED

Lukas Janssen
Institut für Theoretische Physik, Technische Universität Dresden, 01062 Dresden, Germany

FLOW DIAGRAMS IN d = 3

We visualize the RG flow [Eqs. (3)–(5) in the main text] in fixed d = 3. In order to project onto the e2–g
2

plane, we
have chosen g

1

as function of e2 and g

2

such that �g1 = 0. At large N � N

conf

c

there are four fixed points [Fig. S1(a)]:
(1) the Gaussian fixed point (G) at the origin, (2) a purely fermionic fixed point (Thirring1) at positive g

⇤
2

, (3) the
infrared attractive conformal fixed point (cQED) at finite e

2

⇤, and (4) a quantum critical point (QCP) at which both
e

2

⇤ and g

⇤
2

are finite. The RG trajectory of pure QED
3

(with vanishing initial four-fermion couplings) is depicted as
red line. Upon lowering N the QCP and cQED fixed points approach each other [Fig. S1(b)], and eventually merge
at N = N

conf

c

[Fig. S1(c)]. In the one-loop approximation this happens at N conf

c

⇡ 6.24. For N < N

conf

c

[Fig. S1(d)]
the fixed points annihilate and disappear into the complex plane, leaving behind the runaway flow.

1.0

0.8

0.6

0.4

0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0 1.2

e

2

/

3(4�d)
4N

g

2

/

3
(
d
�
2
)

8
N

G

Thirring QCP

cQED

N � N

conf

c

(a)

1.0

0.8

0.6

0.4

0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0 1.2

e

2

/

3(4�d)
4N

g

2

/

3
(
d
�
2
)

8
N

G

Thirring

QCP

cQED

N > N

conf

c

(b)

1.0

0.8

0.6

0.4

0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0 1.2

e

2

/

3(4�d)
4N

g

2

/

3
(
d
�
2
)

8
N

G

Thirring

N = N

conf

c

QCP/
cQED

(c)

1.0

0.8

0.6

0.4

0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0 1.2

e

2

/

3(4�d)
4N

g

2

/

3
(
d
�
2
)

8
N

G

Thirring

N < N

conf

c

(d)

FIG. S1. RG flow in d = 3 for (a) N ! 1, (b) N = 7, (c) N = 6.24, and (d) N = 6. Arrows point towards infrared.

1 This fixed point can be understood as the ultraviolet completion of the three-dimensional Thirring model, see H. Gies and
L. Janssen, Phys. Rev. D 82, 085018 (2010).
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FLOW DIAGRAMS IN d = 3

We visualize the RG flow [Eqs. (3)–(5) in the main text] in fixed d = 3. In order to project onto the e2–g
2

plane, we
have chosen g

1

as function of e2 and g

2

such that �g1 = 0. At large N � N

conf

c

there are four fixed points [Fig. S1(a)]:
(1) the Gaussian fixed point (G) at the origin, (2) a purely fermionic fixed point (Thirring1) at positive g

⇤
2

, (3) the
infrared attractive conformal fixed point (cQED) at finite e

2

⇤, and (4) a quantum critical point (QCP) at which both
e

2

⇤ and g

⇤
2

are finite. The RG trajectory of pure QED
3

(with vanishing initial four-fermion couplings) is depicted as
red line. Upon lowering N the QCP and cQED fixed points approach each other [Fig. S1(b)], and eventually merge
at N = N

conf

c

[Fig. S1(c)]. In the one-loop approximation this happens at N conf

c

⇡ 6.24. For N < N

conf

c

[Fig. S1(d)]
the fixed points annihilate and disappear into the complex plane, leaving behind the runaway flow.
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FIG. S1. RG flow in d = 3 for (a) N ! 1, (b) N = 7, (c) N = 6.24, and (d) N = 6. Arrows point towards infrared.

1 This fixed point can be understood as the ultraviolet completion of the three-dimensional Thirring model, see H. Gies and
L. Janssen, Phys. Rev. D 82, 085018 (2010).
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2

plane, we
have chosen g

1

as function of e2 and g

2

such that �g1 = 0. At large N � N
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there are four fixed points [Fig. S1(a)]:
(1) the Gaussian fixed point (G) at the origin, (2) a purely fermionic fixed point (Thirring1) at positive g
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, (3) the
infrared attractive conformal fixed point (cQED) at finite e
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e
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3

(with vanishing initial four-fermion couplings) is depicted as
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at N = N
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[Fig. S1(c)]. In the one-loop approximation this happens at N conf

c

⇡ 6.24. For N < N
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[Fig. S1(d)]
the fixed points annihilate and disappear into the complex plane, leaving behind the runaway flow.
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FIG. S1. RG flow in d = 3 for (a) N ! 1, (b) N = 7, (c) N = 6.24, and (d) N = 6. Arrows point towards infrared.

1 This fixed point can be understood as the ultraviolet completion of the three-dimensional Thirring model, see H. Gies and
L. Janssen, Phys. Rev. D 82, 085018 (2010).
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, (3) the
infrared attractive conformal fixed point (cQED) at finite e
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⇤ and g
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3
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at N = N
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[Fig. S1(d)]
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FIG. S1. RG flow in d = 3 for (a) N ! 1, (b) N = 7, (c) N = 6.24, and (d) N = 6. Arrows point towards infrared.

1 This fixed point can be understood as the ultraviolet completion of the three-dimensional Thirring model, see H. Gies and
L. Janssen, Phys. Rev. D 82, 085018 (2010).
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when ϵ is small. We demonstrate that the novel phase in
between NχSB

c and Nconf
c is characterized by spontaneously

broken Lorentz symmetry. Further independent arguments
based on the F theorem, mean field theory, and perturbative
expansion in fixed dimension, back up this conclusion, and
lead to the prediction that the Lorentz-symmetry-breaking
ground state exists also in the physical situation for d ¼ 3.
The resulting phase diagram in the ðd;NÞ plane is depicted
in Fig. 1.

II. MODEL

Consider a U(1) gauge field coupled to N flavors of
massless Dirac fermions, described by the action

SQED ¼
Z

ddx
!
1

4
FμνFμν þ ψ̄ iγμDμψ i

"
; ð1Þ

where i ¼ 1;…; N and μ; ν ¼ 0;…; d − 1, in d-
dimensional Euclidean space-time with 2 < d < 4. It is
convenient to use four-component Dirac spinors ψ and
ψ̄ ≡ ψ†γ0. The 4 × 4 gamma matrices fulfill fγμ; γνg ¼
2δμν14. The field-strength tensor Fμν involves the gauge
field Aμ via the usual relation Fμν ¼ ∂μAν − ∂νAμ, and the
covariant derivative is Dμ ¼ ∂μ þ ieAμ. e is the electric
charge. It has canonical mass dimension ½e2& ¼ 4 − d and is
therefore RG relevant towards the infrared. Put differently,
QED3 is asymptotically free, as QCD4, but in contrast to
QED4. The theory enjoys a global “chiral” SUð2NÞ
symmetry which basically is a consequence of the reducible
representation of the Clifford algebra [43]. The represen-
tation ensures that parity symmetry is preserved, and the
Chern-Simons term is absent. Furthermore, the theory
respects the full relativistic invariance and the U(1) gauge
symmetry. To fix the gauge, we add to the action
Sgf ¼ − 1

2ξ

R
ddxð∂μAμÞ2, with undetermined ξ.

III. RG FLOW

Once radiative corrections are taken into account, further
interactions not present in the initial action may be
generated from the RG flow. Most of them are RG
irrelevant and can be neglected. Local four-fermion oper-
ators, however, are marginal in two dimensions. Within an ϵ
expansion in d ¼ 2þ ϵ, they have to be taken into account,
as they may play a decisive role at any interacting fixed
point [44]. The number of such interactions that are
possible is strongly restricted by symmetry. In d ¼ 3, a
full basis of fermionic four-point functions is given by
[33,34]

S4-fermi ¼
Z

ddx½g1ðψ̄ iγ35ψ iÞ2 þ g2ðψ̄ iγμψ iÞ2&; ð2Þ

where γ35 ≡ iγ3γ5. γ3 and γ5 are the two “left-over” gamma
matrices that have not been used to construct the fermion
kinetic term. The operators present in Eq. (2) can be
rewritten in terms of two-component spinors, allowing
us to easily continue them to noninteger dimensions
2 < d < 4 [36,45]. Further operators are possible, but they
can always be rewritten in terms of these by using Fierz
identities [35,43]. We analyze the full theory space in
which pure QEDd represent one RG trajectory. By inte-
grating the momentum shell from Λ to Λ=b, we find the
flow of the generalized action S ¼ SQED þ Sgf þ S4-fermi to
one-loop order as

de2

d ln b
¼ ð4 − d − ηAÞe2; ð3Þ

dg1
d ln b

¼ ð2 − dÞg1 þ
16

3
e2g1 þ 8e2g2 þ 2e4

− 4ð2N − 1Þg21 þ 8g22 þ 12g1g2; ð4Þ

dg2
d ln b

¼ ð2 − dÞg2 þ
8

3
e2g1 þ

4

3
ð2N þ 1Þg22 þ 4g1g2: ð5Þ

The gauge-field anomalous dimension is ηA¼ 4
3Ne2þOðe4Þ.

In order to arrive at Eqs. (3)–(5), we have fixed the
dimension of the Clifford-algebra representation as
Trγ20 ¼ 4 and performed the angular integrations in
d ¼ 3. The dimensions of the couplings are counted in
general d [46,47]. We have rescaled the couplings as
Sd=ð2πÞdΛd−4e2 ↦ e2 and Sd=ð2πÞdΛd−2gα ↦ gα, with
Sd the surface area of the sphere in d dimensions and Λ
the ultraviolet cutoff scale. Importantly, we find that the
beta functions are independent of the gauge-fixing
parameter ξ, as they should be. In the limit N → ∞,
Eqs. (3)–(5) coincide with the previous large-N result
[34]. At finite N, but e2 ¼ 0, Eqs. (4) and (5) agree also
with the flow equations of the purely fermionic system
[43]. Equation (3), together with the equation for ηA,
reduces to the universal one-loop flow of QED4 in the

FIG. 1. Phase diagram of QEDd as a function of space-time
dimension d and fermion flavor number N. Blue lines: Nconf

c from
2þ ϵ expansion (dashed) and perturbative expansion in fixed
dimension (solid). Red line: Upper bound for NχSB

c from the F
theorem.
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when ϵ is small. We demonstrate that the novel phase in
between NχSB

c and Nconf
c is characterized by spontaneously

broken Lorentz symmetry. Further independent arguments
based on the F theorem, mean field theory, and perturbative
expansion in fixed dimension, back up this conclusion, and
lead to the prediction that the Lorentz-symmetry-breaking
ground state exists also in the physical situation for d ¼ 3.
The resulting phase diagram in the ðd;NÞ plane is depicted
in Fig. 1.

II. MODEL

Consider a U(1) gauge field coupled to N flavors of
massless Dirac fermions, described by the action

SQED ¼
Z

ddx
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1

4
FμνFμν þ ψ̄ iγμDμψ i
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; ð1Þ

where i ¼ 1;…; N and μ; ν ¼ 0;…; d − 1, in d-
dimensional Euclidean space-time with 2 < d < 4. It is
convenient to use four-component Dirac spinors ψ and
ψ̄ ≡ ψ†γ0. The 4 × 4 gamma matrices fulfill fγμ; γνg ¼
2δμν14. The field-strength tensor Fμν involves the gauge
field Aμ via the usual relation Fμν ¼ ∂μAν − ∂νAμ, and the
covariant derivative is Dμ ¼ ∂μ þ ieAμ. e is the electric
charge. It has canonical mass dimension ½e2& ¼ 4 − d and is
therefore RG relevant towards the infrared. Put differently,
QED3 is asymptotically free, as QCD4, but in contrast to
QED4. The theory enjoys a global “chiral” SUð2NÞ
symmetry which basically is a consequence of the reducible
representation of the Clifford algebra [43]. The represen-
tation ensures that parity symmetry is preserved, and the
Chern-Simons term is absent. Furthermore, the theory
respects the full relativistic invariance and the U(1) gauge
symmetry. To fix the gauge, we add to the action
Sgf ¼ − 1

2ξ

R
ddxð∂μAμÞ2, with undetermined ξ.

III. RG FLOW

Once radiative corrections are taken into account, further
interactions not present in the initial action may be
generated from the RG flow. Most of them are RG
irrelevant and can be neglected. Local four-fermion oper-
ators, however, are marginal in two dimensions. Within an ϵ
expansion in d ¼ 2þ ϵ, they have to be taken into account,
as they may play a decisive role at any interacting fixed
point [44]. The number of such interactions that are
possible is strongly restricted by symmetry. In d ¼ 3, a
full basis of fermionic four-point functions is given by
[33,34]

S4-fermi ¼
Z

ddx½g1ðψ̄ iγ35ψ iÞ2 þ g2ðψ̄ iγμψ iÞ2&; ð2Þ

where γ35 ≡ iγ3γ5. γ3 and γ5 are the two “left-over” gamma
matrices that have not been used to construct the fermion
kinetic term. The operators present in Eq. (2) can be
rewritten in terms of two-component spinors, allowing
us to easily continue them to noninteger dimensions
2 < d < 4 [36,45]. Further operators are possible, but they
can always be rewritten in terms of these by using Fierz
identities [35,43]. We analyze the full theory space in
which pure QEDd represent one RG trajectory. By inte-
grating the momentum shell from Λ to Λ=b, we find the
flow of the generalized action S ¼ SQED þ Sgf þ S4-fermi to
one-loop order as

de2

d ln b
¼ ð4 − d − ηAÞe2; ð3Þ

dg1
d ln b

¼ ð2 − dÞg1 þ
16

3
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The gauge-field anomalous dimension is ηA¼ 4
3Ne2þOðe4Þ.

In order to arrive at Eqs. (3)–(5), we have fixed the
dimension of the Clifford-algebra representation as
Trγ20 ¼ 4 and performed the angular integrations in
d ¼ 3. The dimensions of the couplings are counted in
general d [46,47]. We have rescaled the couplings as
Sd=ð2πÞdΛd−4e2 ↦ e2 and Sd=ð2πÞdΛd−2gα ↦ gα, with
Sd the surface area of the sphere in d dimensions and Λ
the ultraviolet cutoff scale. Importantly, we find that the
beta functions are independent of the gauge-fixing
parameter ξ, as they should be. In the limit N → ∞,
Eqs. (3)–(5) coincide with the previous large-N result
[34]. At finite N, but e2 ¼ 0, Eqs. (4) and (5) agree also
with the flow equations of the purely fermionic system
[43]. Equation (3), together with the equation for ηA,
reduces to the universal one-loop flow of QED4 in the

FIG. 1. Phase diagram of QEDd as a function of space-time
dimension d and fermion flavor number N. Blue lines: Nconf

c from
2þ ϵ expansion (dashed) and perturbative expansion in fixed
dimension (solid). Red line: Upper bound for NχSB
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… gauge fluctuations stabilize QED3-GN fixed point!
… in contrast to QED3-Thirring fixed point
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FIG. 1. RG flow for N = 1. The panels in (b)–(d) display the RG flow within di↵erent subspaces of the full theory space
spanned by u, v, and e2, as schematically depicted in (a). (b) u-v plane for e2 = 0. (c) u-v plane for e2 = e2⇤ = 3/4. (d) u-e2

plane for v = 0. Besides the Gaussian fixed point (G), the only quantum critical point with just one relevant direction is the
QED3-GN fixed point. It describes the TRS-breaking transition. There are furthermore two critical points in the uncharged
sector e2 = 0, which, however, receive a second relevant direction along the e2 axis: the Gross-Neveu fixed point (GN) and the
Thirring fixed point (T).

of the TRS order parameter h�i / h ̄ i. Note that the
scaling dimensions at the other critical fixed points, such
as g-T and T, would be [ ̄ ]g-T = [ ̄ ]T = 2 +O(1/N),
and thus these fixed points are, pictorially speaking,
“less unstable” towards the TRS-breaking perturbation.
Along the same line, we can obtain the scaling dimen-
sion of the flavor-symmetry breaking bilinear  ̄�z ⌘
 ̄i(�z ⌦ N )ij j . At the QED3-GN fixed point, it be-
comes

[ ̄�z ]QED3-GN = 2 +O(1/N). (19)

This corroborates our conclusion that the fixed point
in Eq. (11) should be associated with the spontaneous
breaking of TRS, and therewith represents the four-
fermion version of the critical point in the original QED3-
GN theory, Eq. (1). At the c-QED3 fixed point, we find
at large N

[ ̄ ]c-QED3 = 2 +O(1/N) = [ ̄�z ]c-QED3 , (20)

consistent with known results [39]. We remark that
the O(1/N) corrections for the two operators are di↵er-
ent [89].

IV. QED3-GN QUANTUM CRITICAL POINT IN
4� ✏ EXPANSION

The above one-loop calculation in the four-fermion the-
ory space spanned by u and v allows us to obtain a qual-
itative picture of the structure of the RG flow, and to
make contact with the situation in plain QED3, when
the order-parameter field � is decoupled. However, in
the physically interesting low-N limit, the fixed points
are located at strong coupling in 2 + 1 dimensions, and
the approximation ceases to be under perturbative con-
trol. One may therefore wonder whether it is possible to
establish the existence and investigate the nature of the
QED3-GN fixed point within a complementary approach.
This is the subject of the present section. To this end,
we turn back to our initial formulation of the theory in
terms of L �, Eq. (1). The Lagrangian can be general-
ized to arbitrary space-time dimension 2 < D < 4 by
trading the 2N flavors of two-component spinors for N
flavors of four-component spinors, and employing a 4⇥ 4
representation of the Dirac matrices. There are di↵erent
possibilities on how to dimensionally continue the Dirac
structure to noninteger D [38]. Here, we use the com-
mon prescription that fixes the form of the TRS-breaking

u, v … four-fermion couplings 
e2 … gauge coupling

[LJ & Y-C He, PRB ’17]
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FIG. 1. RG flow for N = 1. The panels in (b)–(d) display the RG flow within di↵erent subspaces of the full theory space
spanned by u, v, and e2, as schematically depicted in (a). (b) u-v plane for e2 = 0. (c) u-v plane for e2 = e2⇤ = 3/4. (d) u-e2

plane for v = 0. Besides the Gaussian fixed point (G), the only quantum critical point with just one relevant direction is the
QED3-GN fixed point. It describes the TRS-breaking transition. There are furthermore two critical points in the uncharged
sector e2 = 0, which, however, receive a second relevant direction along the e2 axis: the Gross-Neveu fixed point (GN) and the
Thirring fixed point (T).

of the TRS order parameter h�i / h ̄ i. Note that the
scaling dimensions at the other critical fixed points, such
as g-T and T, would be [ ̄ ]g-T = [ ̄ ]T = 2 +O(1/N),
and thus these fixed points are, pictorially speaking,
“less unstable” towards the TRS-breaking perturbation.
Along the same line, we can obtain the scaling dimen-
sion of the flavor-symmetry breaking bilinear  ̄�z ⌘
 ̄i(�z ⌦ N )ij j . At the QED3-GN fixed point, it be-
comes

[ ̄�z ]QED3-GN = 2 +O(1/N). (19)

This corroborates our conclusion that the fixed point
in Eq. (11) should be associated with the spontaneous
breaking of TRS, and therewith represents the four-
fermion version of the critical point in the original QED3-
GN theory, Eq. (1). At the c-QED3 fixed point, we find
at large N

[ ̄ ]c-QED3 = 2 +O(1/N) = [ ̄�z ]c-QED3 , (20)

consistent with known results [39]. We remark that
the O(1/N) corrections for the two operators are di↵er-
ent [89].

IV. QED3-GN QUANTUM CRITICAL POINT IN
4� ✏ EXPANSION

The above one-loop calculation in the four-fermion the-
ory space spanned by u and v allows us to obtain a qual-
itative picture of the structure of the RG flow, and to
make contact with the situation in plain QED3, when
the order-parameter field � is decoupled. However, in
the physically interesting low-N limit, the fixed points
are located at strong coupling in 2 + 1 dimensions, and
the approximation ceases to be under perturbative con-
trol. One may therefore wonder whether it is possible to
establish the existence and investigate the nature of the
QED3-GN fixed point within a complementary approach.
This is the subject of the present section. To this end,
we turn back to our initial formulation of the theory in
terms of L �, Eq. (1). The Lagrangian can be general-
ized to arbitrary space-time dimension 2 < D < 4 by
trading the 2N flavors of two-component spinors for N
flavors of four-component spinors, and employing a 4⇥ 4
representation of the Dirac matrices. There are di↵erent
possibilities on how to dimensionally continue the Dirac
structure to noninteger D [38]. Here, we use the com-
mon prescription that fixes the form of the TRS-breaking

Critical exponents:
1=⌫ = 1 +O(1=N)

[ ̄ ] = 1 +O(1=N) ) ”� = 1 +O(1=N)

[ ̄�z ] = 2 +O(1=N) ) ” ̄�z = O(1=N)

… large anom. dimension!

… trivial

[LJ & Y-C He, PRB ’17]



QED3-GN model: 4-ε expansion
Lagrangian:

L � =
X

i=1;2

ˆ
 ̄i (@— � iea—)‚— i + g� ̄i i

˜
+

1

2
�(r � @2—)�+ –�4

Engineering dimensions:

[e2] = 4�D; [g ] =
4�D

2
; [–] = 4�D

… become simultaneously marginal near D = 3+1!

ε expansion in D = 4-ε possible!
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fermion bilinear  ̄ in all 2 < D < 4, as commonly done
in the plain Gross-Neveu-Yukawa models [49, 83, 90, 91].
In general D, the couplings have engineering dimensions

[e2] = 4�D, [g] =
4�D

2
, [�] = 4�D. (21)

Hence, all three couplings simultaneously become
marginal when D % 4. This observation suggests that
the QED3-GN fixed point may be accessible perturba-
tively within an ✏ expansion near four space-time dimen-
sions.

In this limit, we find the flow equations for the cou-
plings e2, g, and � to the one-loop order as

de2

d ln b
= (✏� ⌘a)e

2, (22)

dg2

d ln b
= (✏� ⌘�)g

2 + 6e2g2 � 3g4, (23)

d�

d ln b
= (✏� 2⌘�)�� 36�2 +Ng4, (24)

with the anomalous dimensions

⌘a =
4

3
Ne2, ⌘� = 2Ng2, (25)

where N is the number of four-component fermions and
✏ = 4 � D. Here, we have tuned the system to crit-
icality with r ⌘ 0, and have rescaled e2/(8⇡2) 7! e2,
g2/(8⇡2) 7! g2, and �/(8⇡2) 7! �. For e2 = 0, the flow
equations for g2 and � coincide with those for the un-
gauged Gross-Neveu-Yukawa model [50]. For g2 = � = 0,
on the other hand, the flow equation for the charge agrees
with the one for QED4�✏ [38]. Note that any dependence
on the gauge-fixing parameter ⇠ in the beta functions has
canceled out, as it should be.

In the full theory space spanned by e2, g, and �, the
above equations exhibit a unique infrared-stable fixed
point at

QED3-GN : (e2⇤, g
2
⇤,�⇤) =

⇣
3

4N , 2N+9
2N(2N+3) ,

�2N2�15N+f(N)
72N(2N+3)

⌘
✏+O(✏2),

where f(N) ⌘ p
4N4 + 204N3 + 1521N2 + 2916N . The

fixed-point structure in the plane spanned by � and g2

is illustrated for N = 1 in Fig. 2. For visualization pur-
poses, there we have set the charge e2 to its infrared
fixed-point value e2⇤. The QED3-GN fixed point gov-
erns the continuous transition into the TRS-broken state
with h�i 6= 0, and should be understood as the Hubbard-
Stratonovich-transformed version of the QED3-GN fixed
point we have found in the fermionic language, Eq. (11).
This is in full analogy to the equivalence of the critical
points in the Gross-Neveu and Gross-Neveu-Yukawa the-
ories [92].

In D = 2 + 1 dimensions, the QED3-GN fixed point
is characterized by Lorentz invariance and U(2N) fla-
vor symmetry. In order to be relevant for real mate-
rials, these symmetries must be emergent in the low-
energy limit. Flavor-symmetry-breaking perturbations

0.0-0.1-0.2-0.3 0.1 0.2 0.3

�/✏

0.0

0.5

1.0

1.5

g2
/✏

e2 = 3✏/4

QED3-GN

WFG

FIG. 2. RG flow for N = 1 in (�, g2) plane to leading order in
✏ = 4 �D. For visualization purposes, here we have put the
charge to its infrared fixed-point value e2 = e2⇤ = 3✏/4, and we
tune the system to criticality with r ⌘ 0. The infrared stable
fixed point at g2⇤ > 0 and �⇤ > 0 is the QED3-GN quantum
critical point and governs the transition into the TRS-broken
state with h�i 6= 0. G and WF at g = 0 describe the Gaussian
and Wilson-Fisher fixed points.

have previously been shown to be indeed RG irrelevant,
at least near the ungauged version of the fixed point
(GN) [93]. Here, we demonstrate that the Lorentz sym-
metry also emerges in the critical region. As long as the
spatial spherical symmetry remains intact, the only po-
tentially relevant symmetry-breaking perturbations are
terms quadratic in the fields. Adding these perturbations
is equivalent to allowing di↵erent fermion and boson ve-
locities, vF and vB. Thus, we replace the kinetic terms
in Eq. (1) by

�µDµ 7! �0D0 + vF~� · ~D, @µ@µ 7! @20 + v2B~r2, (26)

where (Dµ) ⌘ (D0, ~D) ⌘ (@µ � iaµ), µ = 0, . . . , D � 1,
is the gauge-covariant derivative. vF and vB are mea-
sured in units of the speed of light c ⌘ 1. Lorentz invari-
ance is emergent when both flow to unity in the infrared,
vF,B ! 1. The Lorentz-invariant subspace itself is invari-
ant under the RG for symmetry reason. Allowing small
symmetry-breaking perturbations out of this subspace as
vF = 1 + �vF and vB = 1 + �vB with �vF,B ⌧ 1, we find
the flow equations

d�vF
d ln b

= �8e2 + g2

3
�vF +

g2

3
�vB, (27)

d�vB
d ln b

= 2Ng2�vF � 2Ng2�vB. (28)

The corresponding stability matrix @(d�vF,B/d ln b)
@�vF,B

has the

eigenvalues

✓± = �↵±
p
↵2 � �2, (29)

… for N = 1

… fully IR stable fixed point [LJ & Y-C He, PRB ’17]



D = 4� › :

QED3-GN model: Critical exponents

”a = ›

”� =
2N + 9

2N + 3
›+O(›2)

⌫ =
1

2
+

10N2 + 39N + f (N)

24N(2N + 3)
›+O(›2)

[ ̄�z ] = 3� 2N + 6

2N + 3
›+O(›2)

. . . large O(›) corrections

”� = 2� (D � 2) +O(1=N; (D � 2)2)

1=⌫ = (D � 2) +O(1=N; (D � 2)2)

[ ̄�z ] = 1 + (D � 2) +O(1=N; (D � 2)2)

D = 2 + › :Combine with results from 

. . . with f (N) ⌘
p
4N4 + 204N3 + 1521N2 + 2916N
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FIG. 3. Critical exponents ⌘� (a) and 1/⌫ (b), and scaling dimension [ ̄�z ] (c) as function of space-time dimension D in the
critical QED3-GN theory for N = 1. Solid curves: polynomial interpolation between lowest-order 2 + ✏ expansion result and
4� ✏ expansion result. Dashed curves near lower and upper critical dimensions, respectively: plain extrapolation of ✏ expansion
for comparison. For 1/⌫ (b), the two dashed curves near D = 4 correspond to the inverse of Eq. (32) (upper curve) and the
expansion of 1/⌫ itself (lower curve), cf. Ref. [50].

with ↵ ⌘ (N + 1
6 )g

2 + 4
3e

2 > 0 and �2 ⌘ 16
3 Ne2g2 >

0. Consequently, we have Re ✓± < 0 everywhere and
�vF and �vB are always irrelevant perturbations. The
Lorentz symmetry is therefore emergent at low energy.
This result is analogous to previous findings in related
models with di↵erent order-parameter fields [94].

At the stable QED3-GN fixed point, the anomalous
dimensions read, to the leading order in ✏ = 4�D,

⌘a = ✏, (30)

⌘� =
2N + 9

2N + 3
✏+O(✏2). (31)

We mention in passing that Eq. (30) is expected to not
receive higher-order corrections due to the Ward iden-
tity associated with the U(1) gauge symmetry [36, 95].
The correlation-length exponent is related to the scaling
dimension of �2 via 1/⌫ = D � [�2]. We obtain

⌫ =
1

2
+

10N2 + 39N + f(N)

24N(2N + 3)
✏+O(✏2). (32)

From the viewpoint of the duality conjecture, it is in-
teresting to also compute the scaling dimension of the
flavor-symmetry breaking bilinear  ̄�z at the QED3-
GN fixed point. To the leading order, we find

[ ̄�z ] = 3� 2N + 6

2N + 3
✏+O(✏2). (33)

Now, if we simply extrapolated Eqs. (30)–(33) towards
large values of ✏, the leading-order corrections become
sizable, e.g., ⌘� ' 2.2✏, ⌫ ' 0.5+0.98✏, and [ ̄�z ] ' 3�
1.6✏ for N = 1. This obviously compromises the validity
of the plain extrapolation. The qualitative behavior of
the exponents at large ✏ can, however, be inferred from
the behavior near the lower critical space-time dimension
of two. From a calculation analogous to that leading to
Eqs. (15)–(18), we find, to the lowest order,

1/⌫ = (D � 2) +O�
1/N, (D � 2)2

�
, (34)

⌘� = 2� (D � 2) +O�
1/N, (D � 2)2

�
, (35)

and

[ ̄�z ] = 1 + (D � 2) +O�
1/N, (D � 2)2

�
. (36)

This leading-order result coincides with the behavior of
the plain Gross-Neveu model near the lower critical di-
mension [48, 50], which can be attributed to the fact that
the charge contribution to the flow of � is subleading in
1/N , c.f. Eq. (16). In order to gain a reasonable estimate
for the exponents in the physical situation in D = 3 and
small N , we can thus search for a smooth interpolation
between the boundary values near the upper and lower
critical dimensions. We use a simple polynomial form as
in Ref. 50, and therewith find, for D = 3,

⌘� ⇡ 4N + 9

2(2N + 3)
, 1/⌫ ⇡ 50N2 + 51N � f(N)

24N(2N + 3)
, (37)

and

[ ̄�z ] ⇡ 16N + 21

8N + 12
. (38)

The interpolating polynomials together with the naive
extrapolations are depicted for N = 1 as function of
space-time dimension 2 < D < 4 in Fig. 3. In the large-
N limit, Eqs. (37) and (38) agree with the corresponding
values calculated in Sec. III. For small N , the di↵erences
between Eqs. (37) and (38) and the naivve extrapolations
[Eqs. (31)–(33) for ✏ = 1] can be viewed as a rough es-
timate on the accuracy of our results. For N = 1, this
gives ⌘� ⇡ 1.3(9), 1/⌫ ⇡ 0.3(4), and [ ̄�z ] ⇡ 1.8(5).

V. CONCLUSIONS

In this paper, we have studied the critical behavior
of the QED3-GN model in three space-time dimensions.
Just as in the corresponding plain Gross-Neveu univer-
sality class without a gauge field, there is a unique stable
fixed point, which can be understood either as an ultra-
violet fixed point of the four-fermion (“Gross-Neveu”)

dashed: ε-expansion results
solid: interpolation

[LJ & Y-C He, PRB ’17]

N = 1 :

”� ⇡ 1:3(9) 1=⌫ ⇡ 0:3(4) [ ̄�z ] ⇡ 1:8(5)

… error: difference to plain extrapolation
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theory, or as an infrared fixed point of the partially
bosonized (“Gross-Neveu-Yukawa”) theory [92].

We have employed the four-fermion language to clar-
ify the correspondence of the QED3-GN fixed point with
the previously-studied conformal fixed point of plain
QED3 [34–38]. Using this formulation, we have verified
that the fixed-point annihilation mechanism that desta-
bilizes the conformal phase of plain QED3 at a critical
flavor number Nc, does not intrude upon the stability of
the QED3-GN fixed point. In fact, the latter turned out
to continue to exist across the transition at Nc all the
way down to N = 1, at least within the present one-loop
approximation.

The equivalent partially bosonized QED3-GN theory,
with a Yukawa interaction instead of the four-fermion
term, can be dimensionally continued to noninteger
space-time dimension D. We have used the fact that
all three couplings present in the theory become simulta-
neously marginal when D % 4 to set up an ✏ expansion
around four space-time dimensions. This allows to es-
tablish the existence of the QED3-GN fixed point and
to access the critical behavior in a controlled way. We
have computed the critical exponents ⌘� and ⌫, the scal-
ing dimension of the flavor-symmetry-breaking bilinear
 ̄�z , as well as the gauge anomalous dimension ⌘a to
the leading order in ✏ = 4�D. For the latter, we predict
⌘a = 4�D for all N and 2 < D < 4 exactly, which follows
as a consequence of the Ward identity associated with the
U(1) gauge symmetry. For the other exponents, our best
estimates for D = 3 are ⌘� ⇡ 1.3(9) and 1/⌫ ⇡ 0.3(4) in
the case of N = 1. Here, we have taken the di↵erence
between the plain extrapolation and the polynomial in-
terpolation, which makes use of additional information
of the behavior of the exponents near the lower criti-
cal dimension, as a rough error estimate. The uncer-
tainty becomes smaller for larger N , but for N = 1 it
is significantly larger than the error of the corresponding
leading-order estimates in the plain Gross-Neveu univer-
sality class [50]. It would therefore be desirable to extend
our work to higher loop order, e.g., along the lines car-
ried out recently for the ungauged Gross-Neveu-Yukawa
model [49]. As a complementary approach, the QED3-
GN fixed point should be accessible within the four-
fermion formulation in an expansion around the lower

critical space-time dimension of two. The analogous com-
putation in the plain Gross-Neveu model has now been
accomplished, in a technological tour de force, up to the
four-loop order [48]. This necessitates to deal with the
notorious evanescent operators, which render the theory
nonunitary in dimensional regularization and are generi-
cally generated at high order in the ✏ expansion or when
operators of high scaling dimension are analyzed [96].

The comparatively large uncertainty of our results
notwithstanding, we consider our finding of a large order-
parameter anomalous dimension of order unity or larger
to be reliable. In fact, a large value of ⌘� appears to be
characteristic to all known chiral universality classes that
are driven by massless fermionic degrees of freedom [55–

TABLE I. Scaling dimensions of operators at the N = 1
QED3-GN fixed point in comparison with literature values for
scaling dimensions of the corresponding dual operators at the
Néel-VBS deconfined critical point [31, 46, 47]. The latter is
presumably described by the SU(2) NCCP1 model, for which
we also quote the results of a field-theoretical approach [103].

QED3-GN SU(2) NCCP1

[�] ⇡ (1 + 1.3(9))/2 [z†�zz] ⇡ (1 + 0.26(3))/2 [46]

⇡ (1 + 0.35(3))/2 [47]

⇡ (1 + 0.25(3))/2 [31]

⇡ (1 + 0.22)/2 [103]

[ ̄�z ] ⇡ 3� 1.2(5) [z†z] ⇡ 3� 1.28(5) [46]

⇡ 3� 1.47(9) [47]

⇡ 3� 1.99(4) [31]

⇡ 3� 1.79 [103]

[�2] ⇡ 3� 0.3(4) [z†z] ⇡ —see above—

59]. Theoretically, this property can be traced back to
the observation that in all critical fermion systems the
order-parameter anomalous dimension has to approach
unity in the limit of large flavor number. Furthermore,
near the lower critical dimension, its boundary value is
⌘� = 2 +O(D � 2).

These findings are striking in the light of the re-
cently conjectured duality of the N = 1 QED3-GN the-
ory with the SU(2) NCCP1 model [29], which in turn
is believed to describe the deconfined critical point be-
tween the Néel and VBS phases of spin-1/2 systems
on the square lattice [2, 3, 31, 32]. While the exis-
tence of a stable QED3-GN fixed point is a prerequi-
site for the duality scenario to hold, our leading-order
results for its critical behavior is not entirely compat-
ible with the critical (or pseudocritical) behavior mea-
sured in the spin systems. The largest discrepancy oc-
curs in the case of the order-parameter anomalous dimen-
sions, which in the spin systems have been determined as
⌘Néel ⇡ ⌘VBS ⇡ 0.25 . . . 0.35 [31, 46, 47]. This is about an
order of magnitude larger than in the standard bosonic
O(5) universality class [97], but still significantly smaller
than our estimate of ⌘� ⇡ 1.3(9) in the QED3-GN theory.
Direct simulations of the NCCP1 model remain inconclu-
sive as to whether the transition is continuous [12, 98, 99]
or weakly first order [100]. In any case, as far as we are
aware, at present no numerical data in the purely bosonic
models appear to suggest an anomalous dimension of or-
der unity or larger. Field-theoretical approaches to the
critical behavior of the NCCP1 model appear to be dif-
ficult, since the loop corrections are sizable [101, 102].
Nevertheless, a functional RG approach finds values that
are remarkably close to the most recent numerical results
in the spin systems [103].

We have also computed the scaling dimension of the
flavor-symmetry-breaking fermion bilinear  ̄�z , which
is identified with z†z in the bosonic NCCP1 theory.
The latter corresponds to the tuning parameter for
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. . . [

¯ �z ] not inconsistent, but large deviations for [�] and [�2]

. . . [�] ⇠ [z†�zz ] = (1 + ”)=2

. . . [ ̄�z ] ⇠ [�2] = 3� 1=⌫



Conclusions

QED3-Gross-Neveu model …

… interesting due to possible duality with NCCP1

… has a stable fixed point

… critical behavior computable within 4-ε expansion

… but higher orders necessary to test of duality

… i.e., theory of Néel-VBS deconfined critical point

… even when cQED3 collides with another QCP
… prerequisite for duality to hold

… all couplings simultaneously marginal

… large anomalous dimension ηΦ
… however: large ηΦ  necessary for emergent SO(5)

[Nakayama & Ohtsuki, PRL ’16]
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