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Entropy and information
[Claude Shannon (1948)]

consider a random variable x with probability distribution p(x)

information content or “surprise” associated with outcome x

i(x) = − ln p(x)
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Entropy at thermal equilibrium

micro canonical ensemble: maximal entropy S for given conserved
quantities E,N in given volume V

universality at equilibrium

starting point for development of thermodynamics ...

S(E,N, V ), dS =
1

T
dE − µ

T
dN +

p

T
dV

... grand canonical ensemble with density operator ...

ρ =
1

Z
e−

1
T (H−µN)

... Matsubara formalism for quantum fields ...
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Ideal fluid dynamics
thermal equilibrium

Tµν = εuµuν + p(uµuν + gµν), Nµ = nuµ, sµ = suµ

fluid velocity uµ

thermodynamic equation of state p(T, µ) with dp = sdT + ndµ

local thermal equilibrium approximation: uµ(x), T (x), µ(x)

neglect gradients: lowest order of a derivative expansion

evolution of uµ(x), T (x) and µ(x) from conservation laws

∇µTµν(x) = 0, ∇µNµ(x) = 0.

entropy current also conserved

∇µsµ(x) = 0.
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Out-of-equilibrium

quantum field theory out-of-equilibrium is less well understood

interesting topic of current research

is non-equilibrium dynamics also governed by information?

approach to equilibrium

universality
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Entropy in quantum theory

[John von Neumann (1932)]

S = −Trρ ln ρ

based on the quantum density operator ρ

for pure states ρ = |ψ〉〈ψ| one has S = 0

for mixed states ρ =
∑
j pj |j〉〈j| one has S = −∑j pj ln pj > 0

unitary time evolution conserves entropy

−Tr(UρU†) ln(UρU†) = −Trρ ln ρ → S = const.

global characterization of quantum state
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Entropy and entanglement
consider a split of a quantum system into two A+B

-------------------	I------------------	I--------------------	
B	 	 A	 	 B	 	

reduced density operator for system A

ρA = TrB{ρ}

entropy associated with subsystem A

SA = −TrA{ρA ln ρA}

pure product state ρ = ρA ⊗ ρB leads to SA = 0

pure entangled state ρ 6= ρA ⊗ ρB leads to SA > 0

SA is called entanglement entropy
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Classical statistics

consider system of two random variables x and y

joint probability p(x, y) , joint entropy

S = −
∑

x,y

p(x, y) ln p(x, y)

reduced or marginal probability p(x) =
∑
y p(x, y)

reduced or marginal entropy

Sx = −
∑

x

p(x) ln p(x)

one can prove: joint entropy is greater than or equal to reduced
entropy

S ≥ Sx

globally pure state S = 0 is also locally pure Sx = 0
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Quantum statistics
consider system with two subsystems A and B

combined state ρ , combined or full entropy

S = −Tr{ρ ln ρ}

reduced density matrix ρA = TrB{ρ}
reduced or entanglement entropy

SA = −TrA{ρA ln ρA}

for quantum systems entanglement makes a difference

S � SA

coherent information IB〉A = SA − S can be positive!

globally pure state S = 0 can be locally mixed SA > 0
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The thermal model puzzle
elementary particle collision experiments such as e+ e− collisions
show thermal-like features

particle multiplicities well described by thermal model500 Eur. Phys. J. C (2008) 56: 493–510

Fig. 4 Comparison between measured and fit multiplicities of long-lived hadronic species in e+e− collisions at
√

s = 91.25 GeV. Left: statistical
hadronization model with one temperature. Right: Hawking–Unruh radiation model

Next, we perform the corresponding hadron-resonance
gas analysis in the Hawking–Unruh formulation, introduc-
ing different temperatures determined by the string tension
σ and the strange quark mass ms . The results for long-lived
species are shown in Table 4 and Fig. 4. The resulting fit
parameters here are

σ = 0.1683 ± 0.0048 GeV2;
ms = 0.083 ± 0.004 GeV,

V = 40.3 ± 3.2 fm3;
(27)

with a χ2/dof = 22/12, somewhat better than that of the
corresponding conventional fit.

We now repeat both analyses using the entire 91.25 GeV
data set, with the results shown in table XX and XXI of the
appendix. The resulting fit values (see Tables 3 and 4) agree
well within errors with those obtained from the “golden”
data set at 91.25 GeV. As expected, because of the men-
tioned error sizes, the χ2/dof for the full 91.25 set is con-
siderably worse.

Here a comment is in order. The simple formulae (5) and
(7), in both models, rely on some side assumptions (e.g. the
special distributions for cluster charge fluctuations needed
for the introduction of the equivalent global cluster) that are
not expected to be exactly fulfilled. Therefore, those for-
mulae are to be taken as a zero-order approximation and
not as a faithful representation of the real process. Devia-
tions from the introduced assumption entail corrections to
the formulae (5) and (7) which are nevertheless very diffi-
cult to estimate. The theoretical error involved in these for-
mulae becomes important when the accuracy of measure-

Table 5 Best fit parameters for the statistical hadronization model in
e+e− collisions. The golden sample fit is marked with a ∗
√

s T [MeV] V T 3 γS χ2/dof

14 172.1 ± 5.2 8.3 ± 1.0 0.772 ± 0.094 0.9/3

22 178.7 ± 3.7 8.70 ± 0.94 0.76 ± 0.10 0.7/3

29 164.0 ± 5.4 15.0 ± 2.4 0.683 ± 0.075 33/13

35 163.3 ± 3.2 15.0 ± 1.4 0.730 ± 0.045 8.2/7

43 169 ± 10 13.5 ± 3.2 0.741 ± 0.074 2.9/3

91 161.9 ± 4.1 25.8 ± 3.4 0.638 ± 0.039 215/27

91* 164.6 ± 3.0 23.3 ± 2.2 0.648 ± 0.026 39/12

133 167.1 ± 7.5 26.0 ± 4.6 0.671 ± 0.074 0.1/2

161 153.4 ± 6.5 37.2 ± 5.9 0.72 ± 0.12 0.03/1

183 161 ± 13 35 ± 11 0.446 ± 0.098 5.0/2

189 159 ± 12 36 ± 10 0.54 ± 0.11 7.5/2

ments is comparable and, in this case, a bad χ2 is to be
expected. This is probably the case at

√
s = 91.25 GeV,

where the relative accuracy of measurements is of the or-
der of few percent for many particles. In this case, the χ2

fit is a useful tool to determine the best parameters of the
“simplified” theory but should be used very carefully as a
measure of the fit quality. As has been mentioned, in order
to take into account the uncertainty on parameters implied in
fits with χ2/dof > 1, parameter errors have been rescaled by√

χ2/dof if this is larger than 1, according to Particle Data
Group procedure [40].

For all the remaining energies we have also carried out
the corresponding analyses; the results are listed in Tables 5
and 6 for the model parameters, while the comparison be-

[Becattini, Casterina, Milov & Satz, EPJC 66, 377 (2010)]

conventional thermalization by collisions unlikely

alternative explanations needed
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QCD strings

-------------------	I------------------	I--------------------	
B	 	 A	 	 B	 	

particle production from QCD strings

e. g. Lund model (Pythia)

different regions in a string are entangled

subinterval A is described by reduced density matrix of mixed form

ρA = TrBρ

characterization by entanglement entropy

SA = −Tr {ρA ln(ρA)}

could this lead to thermal-like effects?
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Microscopic model

QCD in 1+1 dimensions described by ’t Hooft model

L = −ψ̄iγµ(∂µ − igAµ)ψi −miψ̄iψi −
1

2
trFµνF

µν

fermionic fields ψi with sums over flavor species i = 1, . . . , Nf

SU(Nc) gauge fields Aµ with field strength tensor Fµν

gluons are not dynamical in two dimensions

gauge coupling g has dimension of mass

non-trivial, interacting theory, cannot be solved exactly

spectrum of excitations known for Nc →∞ with g2Nc fixed
[’t Hooft (1974)]
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Schwinger model
QED in 1+1 dimension

L = −ψ̄iγµ(∂µ − iqAµ)ψi −miψ̄iψi −
1

4
FµνF

µν

geometric confinement

U(1) charge related to string tension q =
√

2σ

for single fermion one can bosonize theory exactly
[Coleman, Jackiw, Susskind (1975)]

S =

∫
d2x
√
g

{
− 1

2
gµν∂µφ∂νφ−

1

2
M2φ2

− mq eγ

2π3/2
cos
(
2
√
πφ+ θ

)}

Schwinger bosons are dipoles φ ∼ ψ̄ψ
mass is related to U(1) charge by M = q/

√
π =

√
2σ/π

massless Schwinger model m = 0 leads to free bosonic theory
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Expanding string solution

z

t

external quark-anti-quark pair on trajectories z = ±t
coordinates: Bjorken time τ =

√
t2 − z2, rapidity η = arctanh(z/t)

metric ds2 = −dτ2 + τ2dη2

symmetry with respect to longitudinal boosts η → η + ∆η
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Coherent field evolution
Schwinger boson field depends only on τ

φ̄ = φ̄(τ)

equation of motion

∂2
τ φ̄+

1

τ
∂τ φ̄+M2φ̄ = 0.

Gauss law: electric field E = qφ/
√
π must approach the U(1) charge

of the external quarks E → qe for τ → 0+

φ̄(τ)→
√
πqe

q
(τ → 0+)

solution of equation of motion [Loshaj, Kharzeev (2011)]

φ̄(τ) =

√
πqe

q
J0(Mτ)
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Gaussian states

theories with quadratic action typically have Gaussian density matrix

fully characterized by field expectation values

φ̄(x) = 〈φ(x)〉, π̄(x) = 〈π(x)〉

and connected two-point correlation functions, e. g.

〈φ(x)φ(y)〉c = 〈φ(x)φ(y)〉 − φ̄(x)φ̄(y)

if ρ is Gaussian, also reduced density matrix ρA is Gaussian
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Entanglement entropy for Gaussian state

entanglement entropy of Gaussian state in region A
[Berges, Floerchinger, Venugopalan, 1712.09362]

SA =
1

2
TrA

{
D ln(D2)

}
,

operator trace over region A only

matrix of correlation functions

D(x, y) =

(
−i〈φ(x)π(y)〉c i〈φ(x)φ(y)〉c
−i〈π(x)π(y)〉c i〈π(x)φ(y)〉c

)
.

involves connected correlation functions of field φ(x) and canonically
conjugate momentum field π(x)

expectation value φ̄ does not appear explicitly

coherent states and vacuum have equal entanglement entropy SA
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Rapidity interval

p

q

τ = const
η = const

region A

region B

z

t

consider rapidity interval (−∆η/2,∆η/2) at fixed Bjorken time τ

entanglement entropy does not change by unitary time evolution
with endpoints kept fixed

can be evaluated equivalently in interval ∆z = 2τ sinh(∆η/2) at
fixed time t = τ cosh(∆η/2)

need to solve eigenvalue problem with correct boundary conditions
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Bosonized massless Schwinger model

entanglement entropy understood numerically for free massive
scalars [Casini, Huerta (2009)]

entanglement entropy density dS/d∆η for bosonized massless
Schwinger model (M = q√

π
)

0 5 10 15 20 25
Δη0.0

0.1

0.2

0.3

0.4
dS/dΔη

Mτ = 1, 10−1, 10−2, 10−3, 10−4, and 10−5

[Berges, Floerchinger, Venugopalan (2017)]
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Conformal limit
for Mτ → 0 one has conformal field theory limit
[Holzhey, Larsen, Wilczek (1994); Calabrese, Cardy (2004)]

S(∆z) =
c

3
ln (∆z/ε) + constant

with small length ε acting as UV cutoff

here this implies

S(τ,∆η) =
c

3
ln (2τ sinh(∆η/2)/ε) + constant

conformal charge c = 1 for free massless scalars or Dirac fermions

additive constant not universal but entropy density is

∂

∂∆η
S(τ,∆η) =

c

6
coth(∆η/2)

→ c

6
(∆η � 1)

entropy becomes extensive in ∆η !
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Universal entanglement entropy density
for very early times “Hubble” expansion rate dominates over masses
and interactions

H =
1

τ
�M =

q√
π
,m

theory dominated by free, massless fermions

universal entanglement entropy density

dS

d∆η
=
c

6

with conformal charge c

for QCD in 1+1 dimensions (gluons not dynamical)

c = Nc ×Nf

from fluctuating transverse coordinates (Nambu-Goto action)

c = Nc ×Nf + 2 ≈ 9 + 2 = 11
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Modular or entanglement Hamiltonian

z

t

conformal field theory [Casini, Huerta, Myers (2011), Arias, Blanco, Casini,

Huerta (2017), see also Candelas, Dowker (1979)]

ρA =
1

ZA
e−K , ZA = Tr e−K

modular or entanglement Hamiltonian local expression

K =

∫

Σ

dΣµ ξν(x)Tµν(x)
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Time-dependent temperature

z

t

energy-momentum of excitations around coherent field Tµν(x)

combination of fluid velocity and temperature ξµ(x) = uµ(x)
T (x)

fluid velocity in τ -direction & time-dependent temperature
[Berges, Floerchinger, Venugopalan (2017)]

T (τ) =
~

2πτ

Entanglement between different rapidity intervals alone leads
to local thermal density matrix at very early times !
Hawking-Unruh temperature in Rindler wedge T (x) = ~c

2πx
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Physics picture

alternative derivation via mode functions & Bogoliubov transforms
[Berges, Floerchinger, Venugopalan, 1712.09362]

coherent state vacuum at early time contains entangled pairs of
quasi-particles with opposite wave numbers

on finite rapidity interval (−∆η/2,∆η/2) in- and out-flux of
quasi-particles with thermal distribution via boundaries

technically limits ∆η →∞ and Mτ → 0 do not commute

∆η →∞ for any finite Mτ gives pure state
Mτ → 0 for any finite ∆η gives thermal state with T = 1/(2πτ)
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Particle production in massive Schwinger model

[ongoing work with Lara Kuhn, Jürgen Berges]
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�

V
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)
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g=0.2

g=2.0

g=3.0

�2 0 2
�

V
(�

)
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g=3.0

Figure 1: Potential of the coherent background field V (�) = 1
2M2�2 + J cos (2

p
⇡� + ✓) for vacuum angles

✓ = 0 (left) and ✓ = ⇡ (right). The different colors represent different coupling strengths g = 2
p
⇡J

M2 .
The dots indicate the initial value �(0) = �vac +

p
⇡.

the potential has one minimum at � = 0. As g becomes larger the number of minima increases: for ✓ = 0 and
g > 1

2
p
⇡

there are two global minima which, for sufficiently large g, are accompanied by further local minima;
for ✓ = ⇡ the potential always has exactly one global minimum, but as g gets larger than approximately 1.3
further local minima emerge.
The initial condition �(0) can be obtained by noting its relation to the electric field E = ep

⇡
�[3]. Due to

the vacuum angle ✓ there is a constant background electric field [4]. The strength of this field is given by the
absolute minimum �vac of the potential in figure 1. Additionally we have to consider the electric field generated
by the two charges: Classically the electric field of two relativistic point charges ±e flying in opposite directions
is given by E = ±e⇥(⌧) which goes to e for ⌧ ! 0+. Furthermore one can assume that for ⌧ ! 0+ quantum
effects are negligible [5] and the electric field produced by the charges is

p
⇡ at ⌧ = 0+. In total the initial value

of the coherent field is given by the sum �(0) = �vac +
p
⇡.

Starting from this value the field rolls down the potential and ends up oscillating around one of the minima. On
this way it might transit from one minimum to another. The oscillation can be explained by the production of
quark-antiquark pairs in an electric field. At first the pairs are on top of each other, then they separate where
the quarks/antiquarks move towards the positive/negative initial charge [6]. During this process the electric
field performs work and changes sign. This occurs repeatedly, each time less quark-antiquark pairs are created
and eventually the electric field falls off to one of the minima.
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Figure 2: Background field for vacuum angle ✓ = 0 (left) and ✓ = ⇡ (right) with different couplings g . The
dashed lines indicate the position of the minimum around which � oscillates for M⌧ � 1.

In figure 2 the behavior of � is shown for different values of g and ✓ = 0, ⇡. In the beginning all curves behave
similar (except for being shifted due to different initial values). The reason for this is, that, as one can see in

2
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Figure 6: Total particle number per rapidity interval N
�⌘ at M⌧ = 510.0 in dependence of the coupling g for

✓ = 0 (left), where the fit was made for 3.5  g  7.0 and ✓ = ⇡ (right), where the fit was made for
2.2  g  7.0.

6 Conclusion
We considered a quark-antiquark pair in 1+1 dimensions and investigated particle production after a collision.
At first we analyzed the behavior of a coherent field. We observe an oscillation and transition between the
minima of the potential (figure 1 and 2).
Then we added small fluctuations and computed the mode functions f (figure 3). These are growing for some
combinations of ✓, g and k what is also visible in the particle spectra (figure 4 and 5) which show clear maxima
at finite k.
The spectra were computed in dependence of the momentum k in Bjorken coordinates. Translating them into
Minkowski space requires knowledge of momentum and the exact trajectory of the produced particles which
probably is not accessible in experiment.
In addition to the spectra, another result of our calculations are the total particle numbers per rapidity interval
(figure 6). We observe maxima at those g where the background field � changes its asymptotic value, i.e. where
it oscillates around another minimum of the potential in figure 1 for large M⌧ . For large g (large fermion masses
m � e) the total particle number per rapidity interval shows a Boltzmanian decay and a temperature can be
assigned to the particles, which could be measured in experiments.
Furthermore, our results could be improved by considering backreactions from the fluctuations to the background
field and performing one or higher loop calculations. Additionally, the effect of tunneling should be taken into
account. Especially in the case of large g the background field will decay from the false vacuum to the true one.

References
[1] S. R. Coleman, R. Jackiw, and L. Susskind, “Charge Shielding and Quark Confinement in the Massive

Schwinger Model”, Annals Phys. 93, 267 (1975).
[2] D. Tong, “Gauge theory”, Lecture notes (2018).
[3] J. Berges, S. Floerchinger, and R. Venugopalan, “Dynamics of entanglement in expanding quantum fields”,

JHEP 04, 145 (2018).
[4] S. R. Coleman, “More About the Massive Schwinger Model”, Annals Phys. 101, 239 (1976).
[5] S. Iso and H. Murayama, “Hamiltonian Formulation of the Schwinger Model: Nonconfinement and Screening

of the Charge”, Prog. Theor. Phys. 84, 142 (1990).
[6] F. Hebenstreit, J. Berges, and D. Gelfand, “Real-time dynamics of string breaking”, Phys. Rev. Lett. 111,

201601 (2013).
[7] A. di Sessa, “Quantization on Hyperboloids and Full Space-Time Field Expansion”, Submitted to: J. Math.

Phys. (1974).
[8] N. D. Birrell and P. C. W. Davies, Quantum Fields in Curved Space, Cambridge Monographs on Mathe-

matical Physics (Cambridge Univ. Press, Cambridge, UK, 1984).
[9] F. Becattini, P. Castorina, J. Manninen, and H. Satz, “The Thermal Production of Strange and Non-Strange

Hadrons in e+ e- Collisions”, Eur. Phys. J. C56, 493 (2008).

8

asymptotic particle number depends on g ∼ m/q
exponential suppression for large fermion mass g � 1

N

∆η
∼ e−0.55mq +7.48 q

m+... = e
−0.55 m√

2σ
+7.48

√
2σ
m +...
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Entanglement dynamics in cold atom experiments

entanglement can be directly accessed in cold atom experiments
[Oberthaler group, Greiner group]

expanding geometries can be realized by interplay of

longitudinal expansion
time dependent change of sound velocity vs(t)
time dependent gap or mass M2(t)
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Dissipation

dissipation can be defined as (effective) entropy generation

d

dt
S > 0

for extensive entropy S =
∫

Σ
dΣµs

µ one has locally

∇µsµ > 0

related to effective loss of information

second law of thermodynamics: entropy gets produced, not
destroyed

local dissipation
?
= entanglement generation
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Dissipation and the quantum effective action

dissipation usually discussed on the level of equations of motion

one would like to have a formulation in terms of an effective action

fluctuations & correlation functions
renormalization
effective field theories
coupling to gravity

one possibility: Schwinger-Keldysh double time path formalism

another possibility: analytic continuation of the 1PI effective action
[Floerchinger, JHEP 1609, 099 (2016)]
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Local equilibrium & partition function
[Floerchinger, JHEP 1609, 099 (2016)]

x

�0

x

�(x)d� d�

(a) Global thermal equilibrium (b) Local thermal equilibrium

FIG. 2. Comparison between the global thermal equilibrium (a) and local thermal equilibrium

states (b).

where aī ⌘ �e��uī, �
0
īj̄ ⌘ �īj̄ + uīuj̄, and we used g̃0̄0̄ = �Ñ2 + ÑīÑ

ī = �e2�. In this

parametrization, the square root of determinant of metric becomes
p�g̃ = Ñ

p
� = e�

p
�0.

This parametrization of the Massieu-Planck functional was discussed in Ref. [28]. Following

Ref. [28], we can easily see that this metric is invariant under the local transformation (the

Kaluza-Klein gauge transformation),
8
>>>><
>>>>:

t̃! t̃ + �(x̄),

x̄! x̄,

aī(x̄)! aī(x̄)� @ī�(x̄),

(42)

where �(x̄) is an arbitrary function of the spatial coordinates. We note that �īj̄ nonlinearly

transforms under this transformation since �0īj̄ does not change, so that � is not gauge

invariant. This symmetry enables us to restrict possible terms that appear in the Massieu-

Planck functional [28]. For example, aī appears in the Massieu-Planck functional only

through the gauge invariant combination such as the field strength, fīj̄ ⌘ @īaj̄ � @j̄aī.

In addition to the above symmetry associated with the imaginary time translation, the

Massieu-Planck functional has the (d � 1)-dimensional spatial di↵eomorphism, x̄ ! x̄0(x̄).

This spatial di↵eomorphism invariance also restricts possible terms that could appear in the

Massieu-Planck functional. For example, �0 appears only in combination with dd�1x̄, i.e.,

dd�1x̄
p
�0 = d⌃t̄Ne��. In Sec. IV, we will write down the possible form of the Massieu-

Planck functional within the derivative expansion using these symmetric properties.

Although we only consider the neutral scalar field, the extension to a system with finite

chemical potential is straightforward: We may replace the partial derivative @⌧ with the

covariant one, D⌧ ⌘ (@⌧ � e�µ), in which the additional term e�µ = ⌫/�0 is Kaluza-Klein

11

local equilibrium with T (x) and uµ(x)

βµ(x) = uµ(x)
T (x)

similarity between local density matrix and translation operator

eβ
µ(x)Pµ ←→ ei∆x

µPµ

represent partition function as functional integral with periodicity

φ(xµ − iβµ(x)) = ±φ(xµ)

partition function Z[J ], Schwinger functional W [J ] in Euclidean

Z[J ] = eWE [J] =

∫
Dφe−SE [φ]+

∫
x
Jφ

28 / 39



One-particle irreducible or quantum effective action

in Euclidean domain Γ[φ] defined by Legendre transform

ΓE [Φ] =

∫

x

Ja(x)Φa(x)−WE [J ]

with expectation values

Φa(x) =
1√
g(x)

δ

δJa(x)
WE [J ]

Euclidean field equation

δ

δΦa(x)
ΓE [Φ] =

√
g(x) Ja(x)

resembles classical equation of motion for J = 0

need analytic continuation to obtain a viable equation of motion
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Analytic continuation
for homogeneous background field and in global equilibrium

δ2

δJa(−p)δJb(q)
WE [J ] = Gab(p) (2π)4δ(4)(p− q)

δ2

δΦa(−p)δΦb(q)
ΓE [Φ] = Pab(p) (2π)4δ(4)(p− q)

from definition of effective action∑

b

Gab(p)Pbc(p) = δac

correlation functions can be analytically continued in ω = −uµpµ
branch cut on real frequency axis ω ∈ R

Re(ω)

Im(ω)

Matsubara

retarded

advanced

Feynman
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Variational principle with effective dissipation

[Floerchinger, JHEP 1609, 099 (2016)]

decompose inverse two-point function

Pab(p) = P1,ab(p)− isI(−uµpµ)P2,ab(p)

with sI(ω) = sign(Im ω)

in position space, replace

sI (−uµpµ) = sign (Im(−uµpµ))

→ sign
(
Im
(
iuµ ∂

∂xµ

))
= sign

(
Re
(
uµ ∂

∂xµ

))
= sR

(
uµ ∂

∂xµ

)
this symbol appears also in Γ[Φ]

real and causal field equations follow from

δΓ[Φ]

δΦa(x)

∣∣∣
ret

= 0

with certain algebraic rules for sR

(
uµ ∂

∂xµ

)
→ ±1
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Entropy production

[Floerchinger, JHEP 1609, 099 (2016)]

analysis of general covariance leads to entropy production law

∇µsµ =
1√
g

δΓD
δΦa

∣∣∣
ret
βλ∂λΦa + βµ∇ν

(
− 2√

g

δΓD
δgµν

∣∣∣
ret

)

should be positive by second law of thermodynamics

so far only understood close-to-equilibrium

e.g. for viscous fluid

∇µsµ =
1

T

[
2ησµνσ

µν + ζ(∇ρuρ)2
]
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Fluid dynamics

long distances, long times or strong enough interactions

quantum fields form a fluid!

needs macroscopic fluid properties

equation of state p(T, µ)
shear viscosity η(T, µ)
bulk viscosity ζ(T, µ)
heat conductivity κ(T, µ)
relaxation times, ...

ab initio calculation of transport properties difficult but in principle
fixed by microscopic properties encoded in lagrangian

standard model of high energy nuclear collisions based on relativistic
dissipative fluid dynamics

ongoing experimental and theoretical effort to understand this better
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Big bang – little bang analogy

cosmol. scale: MPc= 3.1× 1022 m

Gravity + QED + Dark sector

one big event

nuclear scale: fm= 10−15 m

QCD

very many events

dynamical description as a fluid

all information must be reconstructed from final state
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Fluid dynamic perturbation theory for heavy ions

[Floerchinger & Wiedemann, PLB 728, 407 (2014)]

[ongoing work with E. Grossi, J. Lion, A. Mazeliauskas]

goal: determine QCD fluid properties from experiments

so far: numerical fluid simulations e.g. [Heinz & Snellings (2013)]

new idea: solve fluid equations for smooth and symmetric
background and order-by-order in perturbations

less numerical effort – more systematic studies

good convergence properties [Floerchinger et al., PLB 735, 305 (2014),

Brouzakis et al. PRD 91, 065007 (2015)]

similar to cosmological perturbation theory

35 / 39



Fluid dynamics with Mode expansion (FluiduM)
[S. Floerchinger, E. Grossi, J. Lion, 1811.01870]
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Figure 3: The thermodynamic equation of state p(T ) as parametrized in equation (5.1). We show energy

density ✏, pressure p and the trace anomaly ✏ � 3 in units of T 4 in the left panel and the squared sound

velocity c2
s(T ) in the right panel. Lattice QCD data underlying the fit at high temperatures are taken from

ref. [45] and ref. [46], the hadron resonance gas approximation used at low temperatures was calculated

following ref. [47]. In the transition region both results were smoothly connected.

The parametrization of pressure as a function of temperature is taken as the following combination of

exponential and rational functions,

p(T )

T 4
= exp

"
� c2

(T/Tc)
� d2

(T/Tc)2

#
2
66664

(16 + 21
2 Nf )⇡2

90
+ a1

✓
Tc

T

◆
+ a2

✓
Tc

T

◆2

+ a3

✓
Tc

T

◆3

+ a4

✓
Tc

T

◆4

1 + b1

✓
Tc

T

◆
+ b2

✓
Tc

T

◆2

+ b3

✓
Tc

T

◆3

+ b4

✓
Tc

T

◆4

3
77775

.

(5.1)

Note that for asymptotically large temperatures p(T ) approaches the result for free gluons and Nf free

quarks. Below we take Nf = 3 and Tc = 154 MeV. The best fit results for the fit parameter aj , bj , c

and d are reported in table 1. The exponential terms in the prefactor in eq. (5.1) help in particular

a1 -0.752335 a2 -1.8151 a3 -2.83317 a4 4.20517 c 0.547521

b1 -1.68716 b2 7.83336 b3 -13.3421 b4 9.22752 d 0.0148163

Table 1: Best fit parameter for the thermodynamic equation of state as parametrized in equation (5.1).

to reproduce the hadron resonance gas regime while the rational term parametrizes the crossover to a

quark-guon plasma.

In the left panel of fig. 3 we show the resulting energy density ✏, pressure p and trace anomaly ✏�3p in

units of T 4 as a function of temperature. The right panel shows the square of the thermodynamic velocity of

sound c2
s as a function of temperature. The latter is particularly important for the fluid dynamic evolution

and determines for example the characteristic velocities in the absence of dissipative stresses.

To develop the fit (5.1) we have considered the trace anomaly ✏ � 3p. In fig. 4 we show our fit (solid

curve), together with available numerical data from the HotQCD collaboration [46] (for 2+1 quark flavors,

symbols with error bars), an analytic parametrization of lattice QCD data from ref. [45] (for 2 + 1 + 1
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Note that for asymptotically large temperatures p(T ) approaches the result for free gluons and Nf free

quarks. Below we take Nf = 3 and Tc = 154 MeV. The best fit results for the fit parameter aj , bj , c

and d are reported in table 1. The exponential terms in the prefactor in eq. (5.1) help in particular
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to reproduce the hadron resonance gas regime while the rational term parametrizes the crossover to a

quark-guon plasma.

In the left panel of fig. 3 we show the resulting energy density ✏, pressure p and trace anomaly ✏�3p in

units of T 4 as a function of temperature. The right panel shows the square of the thermodynamic velocity of

sound c2
s as a function of temperature. The latter is particularly important for the fluid dynamic evolution

and determines for example the characteristic velocities in the absence of dissipative stresses.

To develop the fit (5.1) we have considered the trace anomaly ✏ � 3p. In fig. 4 we show our fit (solid

curve), together with available numerical data from the HotQCD collaboration [46] (for 2+1 quark flavors,

symbols with error bars), an analytic parametrization of lattice QCD data from ref. [45] (for 2 + 1 + 1
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Figure 10: Numerical solution for temperature T (upper left plot), radial fluid velocity v = ur/u⌧ (upper

right plot), shear stress components ⇡��/s (intermediate left plot) and ⇡⌘⌘/s (intermediate right plot) and

the bulk stress ⇡bulk/s (lowermost plot) as a function of radius at di↵erent Bjorken times ⌧ . We compare

ideal fluid dynamics (yellow lines) to ⌘/s = 0.1 (red lines) and ⌘/s = 0.2 (blue lines). The latter two cases

include also bulk viscosity according to eq. (5.2). See text for further discussion.

transport properties are fixed as discussed in section 5. In table 2 we provide a summary of the transport

properties and other parameters used in the numerical solution.

In fig. 10 we show or numerical results of the temperature T , the radial fluid velocity v = ur/u⌧ , the

shear stress components ⇡⌘⌘ and ⇡�� as well as the bulk viscous pressure ⇡bulk (the latter three divided by

entropy density s) as a function of radius for di↵erent Bjorken times ⌧ . One observes first the expected
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Figure 10: Numerical solution for temperature T (upper left plot), radial fluid velocity v = ur/u⌧ (upper

right plot), shear stress components ⇡��/s (intermediate left plot) and ⇡⌘⌘/s (intermediate right plot) and

the bulk stress ⇡bulk/s (lowermost plot) as a function of radius at di↵erent Bjorken times ⌧ . We compare

ideal fluid dynamics (yellow lines) to ⌘/s = 0.1 (red lines) and ⌘/s = 0.2 (blue lines). The latter two cases

include also bulk viscosity according to eq. (5.2). See text for further discussion.

transport properties are fixed as discussed in section 5. In table 2 we provide a summary of the transport

properties and other parameters used in the numerical solution.

In fig. 10 we show or numerical results of the temperature T , the radial fluid velocity v = ur/u⌧ , the

shear stress components ⇡⌘⌘ and ⇡�� as well as the bulk viscous pressure ⇡bulk (the latter three divided by

entropy density s) as a function of radius for di↵erent Bjorken times ⌧ . One observes first the expected
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solve first evolution equations for smooth and symmetric event
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Fluid dynamics with Mode expansion (FluiduM)
use complete set of basis functions to characterize perturbations
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Figure 2: Basis functions used to represent the radial dependence of transverse densities with Bessel

functions according to (3.12). We compare m = 0 (left panel) to m = 1 (center panel) and m = 2 (right

panel). In each case we show the functions with l = 1, 2, 3, 4 as can be seen from the number of zero

crossings. The numbers z
(m)
l have been chosen as the l’th zero crossing of zJ 0

m(z) corresponding to von

Neumann boundary conditions at ⇢ = 1. Units are set by the Woods-Saxon radius R.

Here, ✏m,l are expansion coe�cients and z
(m)
l are real numbers, corresponding to the l’th zero crossing of

zJ 0
m(z) + cJm(z), where c is some arbitrary constant. The functions Jm

�
z
(m)
l ⇢

�
satisfy by construction

the Robin boundary condition ⇢f 0(⇢) + cf(⇢) = 0 at the outer boundary ⇢ = 1. In ref. [30] Dirichlet

boundary conditions f(⇢) = 0 where employed, corresponding to the limit c ! 1 of the more general

Robin boundary employed here. In the following, we will mainly employ the opposite limit c ! 0, where

the z
(m)
l correspond to the zero crossings of J 0

m(z) and the boundary conditions are of von Neumann type.

In principle, the Bessel functions form a complete basis on ⇢ 2 (0, 1) for any value of c, but the convergence

properties might depend on this choice. Von Neumann boundary conditions have the advantage that the

value f(⇢) remains unconstrained for ⇢! 1.

The Bessel functions have the orthogonality relation

Z 1

0
dr r W (r) Jm

�
z
(m)
l ⇢(r)

�
Jm

�
z
(m)
l0 ⇢(r)

�
=

Z 1

0
d⇢ ⇢ Jm

�
z
(m)
l ⇢

�
Jm

�
z
(m)
l0 ⇢

�
= cm,l �ll0 , (3.10)

with coe�cients cm,l given by

cm,l =

h�
z
(m)
l

�2 �m2
i
J2

m

�
z
(m)
l

�
+
�
z
(m)
l

�2
J 02

m

�
z
(m)
l

�

2
�
z
(m)
l

�2
. (3.11)

We have now constructed a complete and orthogonal basis of mode functions with the radial wave number

l. In summary, transverse densities can be expanded in terms of Bessel functions by choosing

qm,l(r) = W (r)Jm

�
z
(m)
l ⇢(r)

�
. (3.12)

We show the first few (l = 1, 2, 3, 4) of these basis functions in Fig. 2 for m = 0, 1, 2. It is interesting to

note that for m = 0 and l = 1 one recovers the background density function, q0,1(r) = W (r). In general,

the basis functions have l � 1 zero crossings or nodes between r = 0 and r ! 1. By construction, they

are all concentrated in the region where the background density W (r) is non-vanishing.

We also note here that the expansion coe�cients ✏m,l in (3.9) are di↵erent from the commonly used

event eccentricities. There is, however, a connection which is worth to be discussed. In our notation, event

– 9 –

propagate them through the fluid regime

Figure 11: Evolution of perturbations fields initialized in the m = 2, l = 3, k = 0 energy density

mode as a function of radius r and Bjorken time ⌧ . We show the perturbation in energy density �✏, in

radial fluid velocity �ur, azimuthal fluid velocity �u� and di↵erent shears stress components. The energy

density and shear stress perturbations have been normalized by a time-dependent factor corresponding to

the background energy density in the center of the fireball ✏̄(⌧, 0) for better visibility. The orange region

denotes where the background temperature is above the freeze-out value (taken as 120 MeV here).
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Fast resonance decays
[A. Mazeliauskas, S. Floerchinger, E. Grossi, D. Teaney, 1809.11049]

4

where we used the abbreviations

E(w) ⌘
maEa

b|cĒp

m2
b

� w
mapa

b|c|p̄|
m2

b

, (13a)

Q(w) =
maEa

b|c|p̄|
m2

b

� w
mapa

b|cĒp

m2
b

, (13b)

and Ēp and p̄ are the energy and momentum of par-
ticle b in the fluid-restframe. The isotropic three body
decays a ! b + c + d can be easily incorporated by in-
tegrating the 2-body transformation rules Eq. (12) over
the e↵ective decay partner mass mc̃ as in Eq. (4). Such
one-dimensional integrals can be easily done by standard
numerical integration routines [28].

The physical meaning of the irreducible components
f eq

i,b of the vector distribution function gµ
b can be clarified

by considering particle spectrum in the fluid-restframe

Ep
dNb

d3p
=

⌫b

(2⇡)3

Z

�

h
f eq
1,b

�
pµ � Ēpuµ

�
+ f eq

2,bĒpuµ
i
d�µ

=
⌫b

(2⇡)3

Z

�

(f eq
1,bp

id�i + f eq
2,bEpd�0)

����
uµ=(1,0)

,

(14)

where now f eq
1,b is the part of particle spectrum propor-

tional to pid�i element of the freeze-out surface, while f eq
2,b

contributes to the spectrum with Epd�0 weight. In Fig. 1
we show the irreducible components f eq

1 and f eq
2 for the

final pion ⇡+ spectrum from a completely decayed ther-
mal Tfo = 145MeV distributions of hadron resonances as
used in Monte-Carlo decay chain generators [17]6. We
see that the f eq

2 component, which gives the sole contri-
bution to the particle spectra for time-like (fixed time)
freeze-out surface, is larger than thermal pion distribu-
tion due to feed-down from resonance decays, while the
space-like component f eq

2 remains of the same size. In an
arbitrary reference frame the decay pion spectrum can
be straightforwardly calculated using frame independent
formulas Eq. (10) and Eq. (8). We will discuss this fur-
ther in Sec. V.

In Fig. 2 we plot the final pion spectra ⇡+ for a simple
freeze-out surface with a constant Bjorken time, freeze-
out temperature and radial velocity7. In addition to
the total pion spectrum (which includes all decay chains
producing ⇡+), we also show the pion spectrum from
the dominant decay channels ⇢+,� ! ⇡+ + ⇡0,� and
!0 ! ⇡+ + ⇡� + ⇡0 (where ⇢+,0 and !0 spectra them-
selves include decay contributions from yet heavier res-
onances). We compare our results with the decay pion

6 For simplicity of comparison, we used the default list of de-
cay chains included in THERMINATOR 2 package [17], which in-
cludes strong and weak decays of hadron resonances with mass
< 2.5GeV.

7 We used the following THERMINATOR 2 options for the freeze-out
surface: ⌧fo = 8.17 fm, Tfo = 145 MeV, radius of the surface
R = 8.21 fm and a constant radial velocity vT = 0.341.
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FIG. 1. Lorentz invariant pion ⇡+ weight functions
f eq

i (�uµpµ), Eq. (10), which determine the final pion spec-
trum at each space-time point on the freeze-out surface,
Eq. (14). Direct decays of ⇠ 300 hadron resonances were
computed from equilibrium distributions with temperature
Tfo = 145 MeV and zero chemical potential µQ = 06. The
explicit prefactors indicate the required freeze-out surface el-
ements for the Cooper-Frye integration in the fluid-restframe.
Thermal pion distribution function shown for comparison.
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FIG. 2. The decay pion ⇡+ spectra for a simple freeze-out
surface7 for di↵erent decay channels calculated using irre-
ducible weight functions (see Fig. 1). Results from a Monte-
Carlo generator are shown for comparison [17].

spectrum generated by a Monte-Carlo resonance decay
generator THERMINATOR 2 [17]. All spectra are in excel-
lent agreement, however we would like to stress that the
decay pion spectrum in Fig. 2 is obtained immediately
from a simple Cooper-Frye freeze-out procedure Eq. (8).
The vector distribution function components f eq

i shown
in Fig. 1 only need to calculated once for a particular
freeze-out temperature Tfo and then can applied to any

calculate resonance decays semi-analytically as decay map

Ep
dNb
d3p

=

∫
d3q

(2π)32Eq
Da
b (p, q) Eq

dNa
d3q

or as modified distribution function

gµb (x, p) =
∑
a

∫
d3q

(2π)32Eq
Da
b (p, q) qµfa(x, q).

so that particle spectrum after resonance decays is

Ep
dNb
d3p

= 1
(2π)3

∫
dΣµg

µ
b (x, p)
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Conclusions

quantum field theory & information theory are entangled !

could be essential element for universal non-equilibrium theory

entanglement helps to understand “thermal effects” in e+e− and
other collider experiments

at very early times theory effectively conformal 1
τ
� m, q

entanglement entropy extensive in rapidity dS
d∆η

= c
6

reduced density matrix for excitations at early times thermal T = ~
2πτ

high energy nuclear collisions allow to study fluid regime of QCD

understand relation between microscopic and macroscopic
descriptions
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Backup



Dissipation in cosmology

[Floerchinger, Tetradis & Wiedemann, PRL 114, 091301 (2015)]

Evolution of energy density in first order viscous fluid dynamics

uµ∂µε+ (ε+ p)∇µuµ − ζΘ2 − 2ησµνσµν = 0

with

bulk viscosity ζ

shear viscosity η

For ~v2 � c2 and Newtonian potentials Φ,Ψ� 1

ε̇+ ~v · ~∇ε+ (ε+ p)
(

3 ȧa + ~∇ · ~v
)

= ζ
a

[
3 ȧa + ~∇ · ~v

]2
+ η

a

[
∂ivj∂ivj + ∂ivj∂jvi − 2

3 (~∇ · ~v)2
]



Fluid dynamic backreaction
[Floerchinger, Tetradis & Wiedemann, PRL 114, 091301 (2015)]

Expectation value of energy density ε̄ = 〈ε〉
1
a

˙̄ε+ 3H (ε̄+ p̄− 3ζ̄H) = D

with dissipative backreaction term

D = 1
a2 〈η

[
∂ivj∂ivj + ∂ivj∂jvi − 2

3∂ivi∂jvj
]
〉

+ 1
a2 〈ζ[~∇ · ~v]2〉+ 1

a 〈~v · ~∇ (p− 6ζH)〉

D vanishes for unperturbed homogeneous and isotropic universe

D has contribution from shear & bulk viscous dissipation and
thermodynamic work done by contraction against pressure gradients

dissipative terms in D are positive semi-definite

for spatially constant viscosities and scalar perturbations only

D =
ζ̄+ 4

3 η̄

a2

∫
d3q Pθθ(q)



Dissipation of perturbations

[Floerchinger, Tetradis & Wiedemann, PRL 114, 091301 (2015)]

Dissipative backreaction does not need negative effective pressure

1
a

˙̄ε+ 3H (ε̄+ p̄eff) = D

D is an integral over perturbations, could become large at late times.

Can it potentially accelerate the universe?

Need additional equation for scale parameter a

Use trace of Einstein’s equations R = 8πGNT
µ
µ

1
aḢ + 2H2 = 4πGN

3 (ε̄− 3p̄eff)

does not depend on unknown quantities like 〈(ε+ peff)uµuν〉
To close the equations one needs equation of state p̄eff = p̄eff(ε̄)
and dissipation parameter D



Deceleration parameter
[Floerchinger, Tetradis & Wiedemann, PRL 114, 091301 (2015)]

assume now vanishing effective pressure p̄eff = 0

obtain for deceleration parameter q = −1− Ḣ
aH2

− dq
d ln a + 2(q − 1)

(
q − 1

2

)
= 4πGND

3H3

for D = 0 attractive fixed point at q∗ = 1
2 (deceleration)

for D > 0 fixed point shifted towards q∗ < 0 (acceleration)
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Coarse graining etc.

entropy in quantum system can emerge when

system is divided into pieces with reduced density matrix
subsystems are composed again as mixed states

cuts may divide

different regions
high-momentum and low-momentum
“system” and “bath”

entropy in classical systems from coarse graining phase space

entropy in kinetic theory from neglecting two-particle correlations
(Boltzmann’s “Stosszahlansatz”)



Transverse coordinates

So far dynamics strictly confined to 1+1 dimensions

Transverse coordinates may fluctuate, can be described by
Nambu-Goto action (hµν = ∂µX

m∂νXm)

SNG =

∫
d2x
√
−dethµν {−σ + . . .}

≈
∫
d2x
√
g
{
−σ − σ

2
gµν∂µX

i∂νX
i + . . .

}

Two additional, massless, bosonic degrees of freedom corresponding
to transverse coordinates Xi with i = 1, 2.



Free massive fermions

Entanglement entropy can also be calculated for free Dirac fermions
of mass m

0 5 10 15 20 25
Δη0.0

0.1

0.2

0.3

0.4
dS/dΔη

mτ = 1, 10−1, 10−2, 10−3, 10−4, and 10−5

Same universal plateau c/6 with c = 1 at early time

Conformal limit corresponds to non-interacting fermions

Consistent with or without bosonization



Rapidity distributionJ. Phys. G: Nucl. Part. Phys. 37 (2010) 083001 Topical Review
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Figure 11. Left panel: comparison of η (p + p(p̄)) and yT distributions (e+e−) at different
energies. The variable yT is the rapidity with respect to the thrust axis of the e+e− collision. Right
panel: the width λ of the η distributions (p + p(p̄)) and yT distributions (e+e−) as a function of√

s. Note that the difference between inelastic and non-single diffractive collisions is neglected
by fitting the combined p + p(p̄) data with λ = a + b ln

√
s. In the case of the Landau model

⟨Nch⟩/(dNch/dy |y =0) =
√

2πL where L = ln(
√

s/(2mp)) is shown. Data points for e+e− from
[8, 62, 110–114].

which √
spp ≈ (2 ÷ 3)

√
see. For the shown cases the dNch/dη distribution in p + p(p̄) are

broader than the dNch/dyT distributions. This might indicate the contribution from beam-
particle fragmentation in p + p(p̄). Note, however, that based on the Landau hydrodynamic
picture a simple relation between dNch/dη|p+p,

√
s

η=0 and dNch/dyT |e
+e−,

√
s/3

yT =0 was suggested
in [103, 105]. The width λ of the distribution defined as λ = ⟨Nch⟩/dNch/dη|η=0 and
λ = ⟨Nch⟩/dNch/dyT |yT =0, respectively, is shown in the right panel of figure 11. Based on the
QCD calculation in [106], λ is expected to scale linearly with

√
ln s. As shown in figure 11

this form does not describe the p+p(p̄) data which are well parameterized with λ = a +b ln s.
The Landau hydrodynamic model also predicts a linear

√
ln s dependence of λ [107–109] and

hence also fails to describe the p + p(p̄) data.
It will be interesting to see whether this universality of multiplicities in e+e− and p +p(p̄)

collisions also holds at LHC energies. This universality appears to be valid at least up to
Tevatron energies despite its rather weak theoretical foundation (see section 2.6). Under
the assumptions that K2 remains constant at about 0.35 also at LHC energies and that the
extrapolation of the e+e− data with the 3NLO QCD form is still reliable at

√
s ≈ 5 TeV

one can use the fit of p + p(p̄) data to predict the multiplicities at the LHC. This yields
⟨Nch⟩ ≈ 70.9 at 7 TeV, ⟨Nch⟩ ≈ 79.7 at 10 TeV and ⟨Nch⟩ ≈ 88.9 at 14 TeV. Extrapolating
the ratio λ = ⟨Nch⟩/(dNch/dη)η=0 with the form λ = a + b ln

√
s (see figure 11), these

multiplicities correspond to dNch/dη|η=0 ≈ 5.5 at 7 TeV, dNch/dη|η=0 ≈ 5.9 at 10 TeV and
dNch/dη|η=0 ≈ 6.4 at 14 TeV.

3.6. Moments

The moments of the multiplicity distributions as defined in section 2.2 will now be used to
identify general trends as a function of

√
s and to study the validity of KNO scaling. First

25

[open (filled) symbols: e+e− (pp), Grosse-Oetringhaus & Reygers (2010)]

Rapidity distribution dN/dη has plateau around midrapidity

Only logarithmic dependence on collision energy



Experimental access to entanglement ?

Could longitudinal entanglement be tested experimentally?

Unfortunately entropy density dS/dη not straight-forward to access.

Measured in e+e− is the number of charged particles per unit
rapidity dNch/dη (rapidity defined with respect to the thrust axis)

Around mid-rapidity logarithmic dependence on the collision energy.

Typical values for collision energies
√
s = 14− 206 GeV in the range

dNch/dη ≈ 2− 4

Entropy per particle S/N can be estimated for a hadron resonance
gas in thermal equilibrium S/Nch = 7.2 would give

dS/dη ≈ 14− 28

This is an upper bound: correlations beyond one-particle functions
would lead to reduced entropy.



Temperature and entanglement entropy

For conformal fields, entanglement entropy has also been calculated
at non-zero temperature.

For static interval of length l [Calabrese, Cardy (2004)]

S(T, l) =
c

3
ln

(
1

πTε
sinh(πlT )

)
+ const

Compare this to our result in expanding geometry

S(τ,∆η) =
c

3
ln

(
2τ

ε
sinh(∆η/2)

)
+ constant

Expressions agree for l = τ∆η (with metric ds2 = −dτ2 + τ2dη2)
and time-dependent temperature

T =
1

2πτ



Alternative derivation: mode functions
Fluctuation field ϕ = φ− φ̄ has equation of motion

∂2
τϕ(τ, η) +

1

τ
∂τϕ(τ, η) +

(
M2 − 1

τ2

∂2

∂η2

)
ϕ(τ, η) = 0

Solution in terms of plane waves

ϕ(τ, η) =

∫
dk

2π

{
a(k)f(τ, |k|)eikη + a†(k) f∗(τ, |k|)e−ikη

}

Mode functions as Hankel functions

f(τ, k) =

√
π

2
e
kπ
2 H

(2)
ik (Mτ)

or alternatively as Bessel functions

f̄(τ, k) =

√
π√

2 sinh(πk)
J−ik(Mτ)



Bogoliubov transformation

Mode functions are related

f̄(τ, k) =α(k)f(τ, k) + β(k)f∗(τ, k)

f(τ, k) =α∗(k)f̄(τ, k)− β(k)f̄∗(τ, k)

Creation and annihilation operators are related by

ā(k) =α∗(k)a(k)− β∗(k)a†(k)

a(k) =α(k)ā(k) + β(k)ā†(k)

Bogoliubov coefficients

α(k) =

√
eπk

2 sinh(πk)
β(k) =

√
e−πk

2 sinh(πk)

Vacuum |Ω〉 with respect to a(k) such that a(k)|Ω〉 = 0 contains
excitations with respect to ā(k) such that ā(k)|Ω〉 6= 0 and vice versa



Role of different mode functions

Hankel functions f(τ, k) are superpositions of positive frequency
modes with respect to Minkowski time t

Bessel functions f̄(τ, k) are superpositions of positive and negative
frequency modes with respect to Minkowski time t

At very early time 1/τ �M conformal symmetry

ds2 = τ2
[
−d ln(τ)2 + dη2

]

Hankel functions f(τ, k) are superpositions of positive and negative
frequency modes with respect to conformal time ln(τ)

Bessel functions f̄(τ, k) are superpositions of positive frequency
modes with respect to conformal time ln(τ)



Occupation numbers
Minkowski space coherent states have two-point functions

〈ā†(k)ā(k′)〉c = n̄(k) 2π δ(k − k′) = |β(k)|2 2π δ(k − k′)
〈ā(k)ā(k′)〉c = ū(k) 2π δ(k + k′) = −α∗(k)β∗(k) 2π δ(k + k′)

〈ā†(k)ā†(k′)〉c = ū∗(k) 2π δ(k + k′) = −α(k)β(k) 2π δ(k + k′)

Occupation number

n̄(k) = |β(k)|2 =
1

e2πk − 1

Bose-Einstein distribution with excitation energy E = |k|/τ and
temperature

T =
1

2πτ

Off-diagonal occupation number ū(k) = −1/(2 sinh(πk)) make sure
we still have pure state



Local description
Consider now rapidity interval (−∆η/2,∆η/2)

Fourier expansion becomes discrete

ϕ(η) =
1

L

∞∑

n=−∞
ϕn e

inπ η
∆η

ϕn =

∫ ∆η/2

−∆η/2

dη ϕ(η)
1

2

[
e−inπ

η
∆η + (−1)neinπ

η
∆η

]

Relation to continuous momentum modes by integration kernel

ϕn =

∫
dk

2π
sin(k∆η

2 − nπ
2 )

[
1

k − nπ
∆η

+
1

k + nπ
∆η

]
ϕ(k)

Local density matrix determined by correlation functions

〈ϕn〉, 〈πn〉, 〈ϕnϕm〉c, etc.



Emergence of locally thermal state
Mode functions at early time

f̄(τ, k) =
1√
2k
e−ik ln(τ)−iθ(k,M)

Phase varies strongly with k for M → 0

θ(k,M) = k ln(M/2) + arg(Γ(1− ik))

Off-diagonal term ū(k) have factors strongly oscillating with k

〈ϕ(τ, k)ϕ∗(τ, k′)〉c = 2πδ(k − k′) 1

|k|
×
{[

1
2 + n̄(k)

]
+ cos [2k ln(τ) + 2θ(k,M)] ū(k)

}

cancel out when going to finite interval !

Only Bose-Einstein occupation numbers n̄(k) remain



Entanglement and deep inelastic scattering

How strongly entangled is the nuclear wave function?

What is the entropy of quasi-free partons and can it be understood
as a result of entanglement? [Kharzeev, Levin (2017)]

S = ln[xG(x)]

Does saturation at small Bjorken-x have an entropic meaning?

Entanglement entropy and entropy production in the color glass
condensate [Kovner, Lublinsky (2015)]

Could entanglement entropy help for a non-perturbative extension of
the parton model?

Entropy of perturbative and non-perturbative Pomeron descriptions
[Shuryak, Zahed (2017)]


