Two-Dimensional Models of Black Hole Radiation

Diploma thesis

THOMAS LOTZE

Faculty of Physics and Astronomy
Friedrich Schiller University of Jena



CONTENTS

Notation and Conventions i

1 Introduction 1

Part I Black Holes & the Hawking Effect in Four Dimensions

2 The Spacetime of Black Holes 6
2.1 The exterior Schwarzschild solution 6
2.1.1 The Schwarzschild metric as a solution to Einstein’s equations
2.1.2 Kruskal coordinates 8
2.2 Penrose diagrams 11
2.2.1 A simple example: Minkowski spacetime 11
2.2.2 Black Holes 14

8 Particle Creation by Non-Minkowskian Spacetimes 16
3.1 Quantum fields and the particle concept 16
3.1.1 Quantum fields and the wave equation 16
3.1.2 Symmetries and the particle concept 17
3.1.3 Asymptotic regions and Bogoliubov transformations 18
3.2  An example of particle production:
the sudden expansion of the ‘universe’ 19
3.2.1 The metric 19
3.2.2 The Klein-Gordon equation 20
3.2.3 Solutions 20
3.2.4 Comparison to the results from the literature 22

4 The Hawking Effect 23

4.1 The virtual particle picture 23
4.1.1 Separation of virtual particle pairs 23
4.1.2 Estimating the Hawking temperature 24

4.2 The curvature of spacetime as a scattering potential 25
4.2.1 The s-wave equation for four-dimensional Black Holes 25
4.2.2 Reduction to a scattering problem 26
4.2.3 Discussion 26

4.3 Hawking’s derivation of Black Hole radiation = 27
4.3.1 Gravitational collapse 27
4.3.2 Black Hole radiation 28

6



Part II  Two-Dimensional Models € the Effective Action Approach

5  Two-Dimensional Effective Action Models 31

5.1 Why consider two-dimensional models? 31

5.2 Action principle and conformal trace anomaly 32
5.2.1 The action principle 32
5.2.2 Conformal invariance and its breaking 33

5.3 Two-dimensional gravitational action & dilaton gravity &/
5.3.1 The naive reduction: ignoring two dimensions 34
5.3.2 The more physical case: dilaton gravity 35

5.4 Matter in two dimensions and effective action 36
5.4.1 The concept of effective action 36
5.4.2 Genuinely two-dimensional matter and Polyakov action 36
5.4.3 Spherically symmetric matter in four dimensions 39
5.4.4 The controversy about the anomaly induced effective action 41

6 A Conformally Invariant Correction to the Effective Action 44
6.1 The contribution to the effective action 44
6.1.1 The proposal made by Gusev and Zelnikov 44
6.1.2 The retarded Green function 45
6.2 The second order correction 47
6.2.1 Variation 47
6.2.2 The stress tensor 48
6.3 The third order correction 49
6.3.1 Variation 49
6.3.2 The stress tensor 51
6.4 The tangential pressure 52
6.4.1 Variation with respect to the dilaton 52
6.4.2 The tangential pressure 53

7 Conclusion and Outlook 57

Bibliography 59



NOTATION AND CONVENTIONS

General Conventions

Wherever there are different conventions on signs in use in the literature (e.g. for the
metric, the Riemann, and the Einstein tensor), we keep to the (+ + +) convention in the
terminology of [1].

This implies the Lorentzian metric signature (— + ---+). We will need only spherical
coordinates. For an event = they are

3

t= 9 = 22, and azimutal angle: z¥ = z3.

time: 2! = 20, radius: 2" = 2!, elevation: z

In cases where there is no danger of confusion, e.g., if we consider only one spacetime
point, we may write ¢, 7,0, and ¢ instead.

Wherever it is important to distinguish between quantities defined in spacetimes of
different dimension, we indicate the dimension by a superscript in parentheses, e.g.

2 4
quz ) V _g(3> ’ R( ) .

Variations and differential operators always act on all the terms written to the right of
them. If there are brackets around the expression including the operator, then its action
is restricted to inside the brackets. See, as an example, eqn. (6.15).

Units are chosen such that c = G = h = kg = 1. Here, c is the speed of light, G de-
notes Newton’s gravitational constant, A is Planck’s constant, and kg denotes Boltzmann’s
constant.

Definitions
The spatial angular element on the two-dimensional unit sphere is given by
dQ? = df? +sin?0dp?  where 6 € [0,7] and ¢ € [0,27) . (1.1)
In spherical coordinates, spacetime intervals are determined by
ds? = gudatda” = —dt? 4+ dr? + r2dQ2? .
They are classified as follows:

< 0 for timelike
ds® { =0 for lightlike (null) intervals. (1.2)
> (0 for spacelike
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In the context of two-dimensional Minkowski space, the finite interval between two events
x and y is usually defined as

oy = 5 (0"~ )~ (' o)) = (" ) o) (13)
Symmetrization of two indices is denoted by parentheses,
AlBY) = %(A“B” + AVBH) | (1.4)
and antisymmetrization by square brackets,
Alp) — %(A“B” —A"B") . (1.5)

As (anti-)symmetrization involving more than two indices doesn’t occur in the course of
this work, it is implicitly understood that any indices occurring between those immediately
adjacent to parentheses or square brackets are not affected by (anti-)symmetrization. In
the following example, this applies to a:

1 1
A(ua,j) = 5(‘4#0‘” + Auap,) , A[uBau] = §<AIJ,BO£V — AVBap,) .

The quantities of Riemannian geometry — Christoffel symbols, the Riemann and Ricci
tensors, and the curvature (Ricci) scalar — are then defined (in the order given)[1]:

[y = %ga#(guﬁﬂ + Guy,8 = 9Bv.m) 5 (1.6)
Rfyag = Ol™ug + ool 0 (1.7)
R = R0 (1.8)
R =R', . (1.9)

The last relation is independent from the sign conventions. In addition, the Einstein tensor
is defined as

1
Guw =Ry — §g#VR . (1.10)

Functions and distributions

For the sake of clarity, we give the definitions of Dirac’s and Heaviside’s functions as we
will use them.

Dirac’s ¢ function (which is actually a distribution or generalized function) in n dimen-
sions:

/de My —2)W(y) =V(x), "(y—a)=08y" —z")(y* —a®)---6(y" —a") . (L11)

In contrast, the covariant § function:

1
[V w0 e) = ¥a) . 5w = Ve o LU B CRE)
The step function (Heaviside’s function):
0 0
O(z) = { vy (1.13)
1 >0
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Green functions

We will describe solutions to differential equations in terms of Green functions.
Denote by G™(x,y) the general massive Green function of an operator F' acting on the
coordinates of an event x: If

then the inverse wave operator is defined as follows:

{%\I’] (z) = [%y‘l’(y)] (z) = /d2y V=g G (x,y)¥(y) . (1.15)

In the massless case we write

G(z,y) = G™(z,y)| (1.16)

m=0 "

Finally, we derive a property of symmetric Green functions. If G"(z,y) = G™(y, ),
we have

o=@ v | [ v 6 e
— [ @0 | [ oy en i ue]| o)
If we relabel the integration variables on the right-hand side, x < y, we obtain

/de\/—_g\I/%fb = /de\/—_g [%\p] D . (1.17)

Variational formulae

We will need the following variations of curvature terms and Green functions:

8g™8 = —ga“gﬁ”égw, , therefore A,,6¢g"" = —-A"6g,, , (1.18)
1
5yv/—g = 5\/_*99;“/59“” , (1.19)
/ d*z /=g (6R)S = / A%z /=g (6g,u) (S — "' S*<.. — R™S) | (1.20)
1 .
/de vV—gA(O)B = /de V=9 (0guv) Alepy) Eg‘“’(A’aB,(S +AB*..)| , (1.21)
1 1 1 1 1 1

For relations (1.20) and (1.21), we refer to A. Zelnikov, for (1.22) see [2].



Chapter 1

INTRODUCTION

This diploma thesis is concerned with the quantum field theoretical observation that Black
Holes are not entirely black but instead radiate particles with a thermal energy distribu-
tion. This phenomenon has been known since the mid-seventies and is named, after its
discoverer, the Hawking effect [3].

The present work consists of two main parts: First, a general discussion of Black Holes
and the Hawking effect that basically reflects the process of acquainting myself with the
subject. Here, the basic formulae needed in the later chapters are introduced. The second
part lends itself to two-dimensional models of gravity, mostly dilaton models, and the
problem of defining them in such a way that their results qualitatively agree with the
four-dimensional theory.

The reader is assumed to be familiar with Einstein’s theory of General Relativity (which
predicts the objects of our primary interest: Black Holes) and the theory of quantum fields
in flat space. However, chapter 2 gives a short account of Schwarzschild Black Holes as a
solution to Einstein’s equations, of the Schwarzschild geometry, and of Penrose diagrams,
a means to visualize infinitely extended regions of spacetime in finite-sized diagrams.

Those aspects of quantum field theory in a general curved spacetime which are needed
in this work will be developed along the way. Here, [4] will be the primary reference.

Black Holes and the Hawking effect

In 1916, Karl Schwarzschild found his famous solution to Einstein’s equations for a mass
distribution consisting of — and hence, a classical energy momentum tensor corresponding
to — a point mass M located at the origin of spatial coordinates but an otherwise perfectly
empty space. This solution gives rise to spherical objects of radius 2M that have zero
angular momentum and electric charge.

Such objects have been referred to as Black Holes since no physical entity — subject to
the limit of the speed of light, ¢, as the maximum speed possible — can escape from their
interior due to the mass’ gravitational attraction. This holds for massive particles as well
as for massless photons and, in fact, any kind of information.

All the more surprising was Hawking’s announcement that from the quantum field the-
oretical point of view, ‘Black Holes are not black’. This statement has to be understood in
the sense that if the spacetime surrounding a Black Hole is supposed to be filled with clas-
sical vacuum, nevertheless a thermal flux of energy or thermal radiation of particles, resp.,
can be measured to come from it according to quantum field theory. The temperature of



that radiation, called the Hawking temperature 731, has been calculated to be

1

Ty = ——
U= erM

The reason for this phenomenon is — as will be pointed out in chapter 4 — that the
notion of vacuum is ambiguous in quantum field theory. We obtain Hawking radiation if
we consider a quantum state which corresponds to vacuum defined in the region light rays
going into the Black Hole come from, but measure the particle flux in the region they go
to. In these regions, called past and future lightlike infinity (see chapter 2) or ‘in” and ‘out’
region, particles and thus vacuum can be defined unambiguously, but the two definitions
do not correspond to the same quantum state.

Furthermore, Hawking radiation is an important piece in the theory of the thermody-
namics of Black Holes as it adds to the analogy between geometrical quantities appearing
in the context of Black Holes and thermodynamical quantities the concept of temperature.

Chapter 3 will demonstrate how a non-Minkowskian spacetime can ‘produce’ particles
by the mechanism just outlined. There, the simple example of a conformally flat spacetime
expanding suddenly at ¢ = 0 is considered. Although Hawking radiation is concerned with
a metric depending on the radial coordinate instead of time, it is helpful to understand the
mechanism of particle creation and — technically — Bogoliubov transformations explained
by the simpler example in order to understand the nature of Hawking radiation.

Chapter 4 lends itself to the actual Hawking effect in a four-dimensional spacetime.
Three approaches to the explanation of the effect will be given: an intuitive one considering
pairs of virtual particles being torn apart by the Black Hole’s gravitational field, an attempt
to describe the scattering of field modes responsible for the different notions of particles
in the ‘in’ and ‘out’ region by reducing the problem to potential scattering, and an outline
of Hawking’s derivation of Black Hole radiation.

Two-dimensional dilaton models and the effective action approach

Although the Hawking radiation itself can be calculated in quantum field theory, the same
cannot be said for other effects. Already the computations needed to obtain the energy
momentum tensor of Hawking radiation are very laborious and involved, making use of
techniques like regularization and renormalization.

One interesting issue is the influence of the energy flux from the Black Hole on its geom-
etry, known as the back-reaction. As the Black Hole radiates off energy and thereby loses
mass, it decreases in size and in the end, evaporates. This process can, however, not yet be
formulated in a mathematically consistent way, even in the semi-classical approximation.

People hope to learn about such mathematically complicated questions by considering
substantially simplified models: they assume spherical symmetry of the geometry (given
in the Schwarzschild case) and fields and, by restricting their attention to the time and
radial coordinate only, reduce the problem to two dimensions.

Several such approaches to dimensional reduction will be reviewed in chapter 5. Two
aspects have to be considered: how to dimensionally reduce the gravitational action, and
how to do so with the matter action. Both times, the possibilities are either to ignore
the spherical variables, or to integrate all quantities with respect to them. The latter
procedure leads to the so-called dilaton gravity.



It will turn out that the dilaton model will be conceptually preferable to the inherently
two-dimensional one as it is rooted in the four-dimensional theory and can thus be expected
to yield results which are better comparable to those from the full four-dimensional theory.

As the trace of the quantum energy-momentum tensor of a field in its vacuum state
is non-zero — which is known as the conformal trace anomaly in explained in chapter 5
— it can be used to compute an action which then plays the réle of the matter action
in the two-dimensional theory. It is called the effective action. It is required to lead to
an energy-momentum tensor whose trace is just the trace anomaly, but it contains only
geometrical quantities instead of the quantum fields.

It turns out, however, that the Hawking radiation obtained from this anomaly induced
effective action in the dilaton model leads to disagreement with the four-dimensional theory
as it implies a negative energy flux from the Black Hole.

The anomaly-induced effective action has been the subject of some debate. There has
been disagreement on the coefficient of a particular term appearing in that action, and
it was part of the task of this diploma thesis to investigate this ambiguity. In the course
of the work I convinced myself that there is actually no ambiguity but rather a variety
of different models considered, as had been published by J.S: Dowker [5] shortly before.
During 1999 when I worked on my thesis, this explanation gained acceptance among the
colleagues. The solution of the apparent ambiguity of the anomaly-induced effective action
will be explained in chapter 5.

There have been attempts to restore a positive flux by adding conformally invariant
terms to the effective action. These don’t change the trace of the corresponding energy-
momentum tensor (see chapter 5) but might contribute a useful correction to the individual
components. Two such attempts will be described: the one suggested by V. Mukhanov,
A. Wipf, and A. Zelnikov [6] which is not able to produce qualitative agreement between
the two- and four-dimensional theories for all vacuum states, and the one proposed by R.
Balbinot and A. Fabbri [7] which can do so but is obtained in a rather ad hoc way.

Chapter 6 is dedicated to a third proposal, made by Y. Gusev and A. Zelnikov [§]
which is derived via heat kernel regularization. The implications of their conformally
invariant contribution to the effective action have not yet been investigated. We will be
able to compute the components of the energy-momentum tensor corresponding to this
contribution, up to the numerical treatment of the integrals obtained. Once those integrals
are known at least numerically, one can decide what the proposal by Gusev and Zelnikov
implies for the Hawking flux in the dilaton model.

Criticism of the model

There are two issues about the two-dimensional models considered in this diploma thesis
which are subject to criticism:

First, it is not clear whether two-dimensional models built on an effective action can
reproduce the spherically symmetric four-dimensional theory. The trouble is not so much
with the dimensional reduction; it is the fact that presently no procedure for a strict
computation of the effective action exists that is proven to work. Whether the effective
action approach is able to yield a satisfactory two-dimensional theory will probably become
clear only when a full four-dimensional theory of quantum Black Holes exists.



Second, the models considered in this work and those referred to are all semiclassical
approximations. Also their reliability can probably be judged only by comparison with a
full theory of quantum gravity. In particular, it might turn out that Hawking radiation
even prevents Black Holes from being created by gravitational collapse as they evaporate
in the process. See also chapter 5 on this issue.
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Chapter 2

THE SPACETIME OF BLACK HOLES

2.1 The exterior Schwarzschild solution

2.1.1 The Schwarzschild metric as a solution to Einstein’s equations
The solution to Finstein’s equations for a point mass

According to Einstein’s theory of General Relativity, the effect of a gravitating mass
on its surroundings can be expressed in purely geometrical terms. In the Newtonian
theory, bodies move through ordinary space, their gravitational interaction causing them
to deviate from trajectories which would be straight otherwise (given the absence of other
forces). In Relativity, they always move along — properly defined — ‘straight’ trajectories,
but through a spacetime ‘curved’ by their gravitating masses. That is, the flat and static
metric of space is replaced by the metric of spacetime which depends on the distribution
of matter (mass as well as energy). This dependence is determined by Einstein’s equations

1
R, — §gw,R = 8Ty,

where R, and R are defined by (1.8) and (1.9) and 7}, is the matter stress energy tensor.

Consider a distribution of total mass M concentrated on the origin of coordinates,
implying spherical symmetry. Assuming zero electrical charge and angular momentum,
the geometry away from the origin is the Schwarzschild geometry [1]

2M dr?
A2 = (1- 222 g2 & 2402 2.1
5 < 'r) 1_oM/r (2.1)

where dQ? is defined by (1.1).

A few properties of Schwarzschild spacetime

e The most prominent property of Schwarzschild spacetime is the fact that nothing
that moves as fast as or even slower than light can escape the region inside the sphere
of radius rg = 2M. This radius is called the Schwarzschild radius. The surface of
the sphere is referred to as the event horizon, and the interior region as a Black Hole,
as no matter or information can propagate from inside the horizon outside.

e Schwarzschild coordinates have a singularity at » = 2M whereas there is no physical
singularity there; the only physical singularity is at » = 0. One can see the regularity



of spacetime by considering an observer falling freely through the event horizon.
He will not experience infinite forces or, more generally, measure quantities that
become infinite just at the horizon [1]. Mathematically, the curvature scalar of the
Schwarzschild metric does not diverge at the horizon.

e Although matter falling into the Black Hole arrives at the singularity within finite
proper time (and light does so at a finite value of the affine parameter of its trajec-
tory), the Schwarzschild time ¢ goes to infinity at the moment of crossing the horizon
and decreases after [1]. Thus, an observer watching signals sent back from some ob-
ject that falls into the Black Hole will never see it disappear. The object appears to
approach the horizon more and more slowly, and the signals received become more
and more red-shifted.

e The role of space and time inside the horizon is just the reverse of that outside in
the following sense: An observer in the exterior region, in moving along his geodesic
trajectory in the direction of growing proper time or — in the limit of motion at
the speed of light — growing affine parameter, will inevitably cross every existing
hyperplane of constant time exactly once on his way to future infinity but may stay
at the same point in space.

Such an observer is bound to cross every hypersurface of constant radius exactly once
on his way into the singularity at » = 0 but may stay at a constant time coordinate.
The only exception is the motion along the horizon.

This property, stated here rather roughly and qualitatively, will become clearer when
Kruskal diagrams are available for illustration.

Curvature in two and four dimensions

In four dimensions, the Ricci tensor R, as well as the curvature scalar R of the metric
(2.1) vanish identically everywhere except at the origin. Outside the event horizon we
have

RW =0, R =0.

For a two-dimensional Schwarzschild Black Hole the metric of which is just the (¢,r)
part of the metric (2.1),

2M dr?
d(s®)? = (1 - "— | dt* - —————+—
(s7) < r> 1—2M/r"’

these quantities behave differently. The two-dimensional curvature terms outside the event
horizon at r = 2M are

_4aM @  2M(r —2M) 2M

@ _ @ _ @ _ pe —
RY =——, Ry = 1 ; Rrr__m?Rtr_thzo'

r r

Even though they are not as simple as the four-dimensional pendants, these terms satisfy
a simple relation which is, however, not specific to the Schwarzschild geometry but holds
for any two-dimensional spacetime,

1
§R<2>g§f; -RY=0. (2.2)



2.1.2 Kruskal coordinates
A set of regular coordinates

One possible set of coordinate transformations (with coefficients chosen according to [4])
removing the spurious singularity of Schwarzschild coordinates at the horizon reads

U=TFaMe V™M v =aMe/*M  forr=2M (2.3)

where u=t—r", v=t+7r"

and  1* =7 +2MIn|— — 1‘ . (2.5)

’ T
2M
Asr - 2M +0, 7" — —o0 so U — 0, thus the change of sign of U doesn’t cause any
discontinuity.

U and V are called Kruskal coordinates. They have the following properties:

e Already the ‘simple’ null coordinates u, v yield a conformally flat (¢, 7*)-part of the
line element:

2M
ds? = <1 — T) dudv — r2dQ? . (2.6)
In order to obtain (2.6),
. T
dr YV dr forr >0 (2.7)

has been used.

e In Kruskal coordinates, the line element reads
2M _
ds? = 22 T/2M gy qv — 72402
r

This metric has a conformally flat (¢,7) part as well, and the artificial (coordinate)
singularity at » = 2M has been removed.

Analytic completion of the spacetime manifold

e Kruskal coordinates give rise to a doubling of the spacetime manifold exterior of the
horizon:

The map r < r* is bijective for r > 2M and r < 2M separately, and U and V can
be uniquely determined from r and r* and vice versa. Yet looking at the range of U
and V' as obtained by (2.3), one realizes that only half the (U, V') plane is covered
(see fig. 2.1).

An attempt to calculate r and ¢ from pairs (U, V') taken from the other half yields
perfectly well-behaved values; in fact, two pairs (U, V') and (—U, —V') correspond to
each (t,r):

UV = F16M2 e /2M | % = —e?M  (for r = 2M) . (2.8)

So two more transformations can be introduced:

U=+4Me M V= —aMe/*M  forr=2M .
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Figure 2.1: A Kruskal diagram which clearly shows the doubling of the space-time manifold by
the introduction of Kruskal coordinates (taken from [1], fig. 31.3). Kruskal 'time’ and ’radius’ are
defined in (2.9).

e Kruskal time and space coordinates can be defined from U and V by
1 1

Thus, two pairs (T, R) exist for each point (¢, 7).

Table 2.1 lists the complete set of transformations needed to cover the whole plane
of Kruskal time and radius.

e The transformation can be interpreted in the following way: A whole plane of Kruskal
coordinates U and V is plotted. Each quadrant corresponds to one of the regions
I - IV as a portrait of the whole or the left half of a (¢,7*) plane, resp. The map
applied is z — e” acting on both null directions, mapping (—oo, c0) — [0, 00). Since
the plane is shrunk in the null directions, these directions are kept invariant while
axes t = const and r* = const are transformed into hyperbolae, particularly those
representing the singularity, namely r* = 0 in regions II and IV.

e Radial null rays make angles of 45 degrees with respect to 7" and R. This is because
U and V are obtained by purely stretching the u and v axes which are null geodesics
and make angles of 45° with the ¢ and r* axes themselves. In contrast, null geodesics
plotted in (¢, 7) coordinates look like the plot of 7* itself (fig. 2.2), up to shifting and
mirroring. Let’s check that ¢t = +r* 4+ ¢ describes null geodesics:

A light ray moving radially in- or outward will keep its angular coordinates because
of the symmetries of the metric, thus we have dQ? = 0. Hence t = 4+r* + ¢ describes



Table 2.1: The complete set of Kruskal coordinate transformations. The regions I - IV are labeled
according to fig. 2.1 and [1]. Null coordinates: u =t — r*, v =t + r* (see eqn. (2.4)),

. . Lk
abbreviations: A = €”

o = VT/2M — Ler/*M B = ¢

r<2M 1—r/2M er/aM

Region T U/aM  V/AM T/AM R/AM
I >2M  —e WAM  o/AM Aginh ﬁ Acosh ﬁ
I <2M eu/AM ev/AM B cosh ﬁ Bsinh ﬁ
I > 2M eu/AM  _gv/AM  _ Aginh ﬁ —Acosh ﬁ
v <2M —e W/AM  _v/AM B cosh ﬁ —Bsinh ﬁ
null rays,
ds? = (1 — ¥> (dr*)2 - %
2 2
_ (1—¥> <dr+r/23w—M_12d_A’"4> _%:0,

and satisfies the geodesic equation

dx® o dz®Pday B
dr frar dr

where the derivatives are taken, in the first place, with respect to some affine pa-

rameter of the curve which we then choose to be r [9]. We only have to check the ¢

and r components. We have

(2.10)

dr d’r dt 1 d?t  —2M/r?
dr drz 77 dr  1-2M/r’ dr?2 (1 —2M/r)?
P M 2M ML e o M1
2 r ) Tt T 2 —oM/r T 2 1—2M
r*
2M
0 r

Figure 2.2: The ‘tortoise’ coordinate 7* plotted against r (see eqn. (2.5)). Radially in- and
outgoing null geodesics ¢t = +7* + ¢ in the Schwarzschild geometry look like this. The event
horizon is the vertical line r = 2M.
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All other non-angular Christoffel symbols vanish. With these, (2.10) is satisfied.

e Thus, if the T axis points upward, timelike curves remain ‘steeper’ than 45°, spacelike
curves are ‘flatter’ than that, and causal relationships can be clearly read off the
diagram.

Interpretation

The interpretation of the four regions (I - IV) in the analytically continued Schwarzschild
spacetime (which is the region between the singularities in the Kruskal diagram 2.1) is as
follows:

e The interior region bounded by the future horizon is what is called the interior of
the Black Hole since no timelike or null curve starting from a point inside can lead
out of the region. Therefore, neither matter nor information can leave this region

(10).

e Similarly, region IV bounded by the past horizon is often referred to as a White Hole
as every timelike or null curve starting from inside must leave the region in finite
time. On the other hand, nothing can fall in from outside.

e There are indeed two causally disconnected exterior regions (I, III) which join to-
gether at the event horizon. Since the Kruskal diagram preserves the direction of
null rays and thus the causal structure of spacetime, it is obvious from it that no
timelike or null curve connects regions I and III.

Sometimes, the exterior regions are charted in an embedding diagram (fig. 2.3, expla~
nation is given there). The interior region is no longer part of the geometry covered
by this diagram.

e In a Kruskal diagram, the exchange of the roles of space and time in a Black Hole
geometry mentioned earlier can be seen clearly.

2.2 Penrose diagrams

2.2.1 A simple example: Minkowski spacetime
The simplest transformation

In order to visualize an infinitely extended spacetime we perform a non-linear coordinate
transformation which maps infinity to finite values of the new coordinates.

In spherically symmetric spacetimes we are concerned with here, the first step is to use
spherical coordinates t,r, 6, ¢ so there’s only one spatial coordinate capable of assuming
infinite values, namely 7.

One possible function relating a finite to an infinite interval is the tangent function
(fig. 2.4); the most naive thing to do would be the transformation

t =tant’ | r=tanr’ . (2.11)

This already yields a compact portrait of spacetime (fig. 2.5) but on closer inspection, we
find two ‘flaws’ we shall wish to overcome:

11



Ny

x

Figure 2.3: Embedding diagram of the exterior region of a Black/White Hole pair, joined
together at their event horizons (taken from [1], fig. 31.5). Here, t =T = 0 and 6 = 7/2. The
interior geometry of the pictured surface is that of the z = 0 plane in the real world. The surface
is given by revolving the hyperbola z = 2M + (z? + 42)/8M about the z axis.

T t /ﬂ*
I*/
/2 0 /_.T
. 0 71_/2 X IO
-
| N

Figure 2.4: The tangent
function relating the

|

T
2

t’ I+ g+
/
/2| "
IO
I~ I

Figure 2.5: The compact portrait of (¢, r)-space under the
transformation (2.11). 19, I*, and .#* denote spatial, past

compact interval [—7/2,7/2] and future, and past and future null infinity, resp. The same

to the infinite interval
(—OO, OO)

three null lines are drawn in both pictures.
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t,t
T+
2 v, r
/
g+
0
0 ! ror! 0
i
2
-
N
T u, u’ -
211~
Figure 2.6: The compact portrait of (¢,r)-space under Figure 2.7: Lines of constant r (1)
the transformation (2.12) and constant ¢ (2)

1. Null rays are not in general straight lines inclined by 45°. Only those passing through
the origin are.

2. The metric is no longer conformally flat:
/2 1

2
oY 1 ,dfr’ —tan?7/ dQ? .
cos*t cos* 71

ds? = dt* — dr® — r?dQ* =

Null coordinates

In our naive model we observe that lines ¢ = const and r = const remain straight lines in
the horizontal and vertical directions, resp. Thus, the idea is to shrink the (¢, 7)-subspace
not in the r- and t-directions but in the directions in which we want to keep lines straight.
Let’s introduce null coordinates

u=t—r, v=t+r
and perform a transformation
u = tanu’ v =tanv’ . (2.12)

Now the images of the several regions of infinity (time-like, space-like, null infinity) look
different as compared to our naive attempt (see fig. 2.6) but null rays v’ = 0 and v' = 0
are straight lines inclined by 45° like in a plain spacetime diagram.

The price we pay for this is illustrated in fig. 2.7: Lines with r = const or t = const are
not horizontal or vertical straight lines anymore, except for the coordinate axes themselves
as they coincide with the old ones. The coordinates r’ and ¢’ used in the figures are defined
by

t’zl(u’+v’) r'zl(v’—u’).
2 ’ 2

A look at the metric transformed according to (2.12) shows us another property of this

transformation. It reads

402 — du’ dv’ (tanv’ — tanu/)? 402

v —u)?
4 cos2u/ cos? v/ 4

ds? = dudv — (

which is not conformally flat, either, but its (¢,7)-part is.
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2.2.2 Black Holes

Finally we can apply the technique of compactifying an infinite manifold by means of
conformal transformations to the Schwarzschild geometry, thereby obtaining Penrose dia-
grams of Black Holes.

Again we want null rays to remain at 45° with respect to the new time and space
coordinates 7" and R’. This is ensured by the transformations

u _ ' | /
m = tanU s m =tanV (213)
1 1
and I = S(U'+V), R =3V -U).

In terms of the new null coordinates, the line element reads

o 2M o 1 112 102
ds? = =—e / ooy WU AV —r2dQ
which has a conformally flat (U’, V') part again.

Transforming a whole (U, V) plane according to (2.13) one would expect a diamond-
shaped portrait (cf. fig. 2.6). However, only the part of the plane between the two r = 0
hyperbolae belongs to our spacetime manifold, so we ask the question: What becomes of
those hyperbolae?

Ifr=0,ie r*=0,

v v ; ,
AN £1 or tanU’ =cotV
(see eqn. (2.8)). With both U’, V' € [—7/2,7/2] this condition is satisfied if

U’+V’:i%.

Thus, the curves marking the singularity at » = 0 are mapped to straight lines parallel to
the R’ axis (fig. 2.8).
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Future singularity r=0

/

[0

I

It

v

Past singularity r=0

[0

Figure 2.8: Penrose diagram for an ever-existing Black Hole (taken from [9]). Lines of constant ¢

are basically ‘sideways’ directed in regions I and III, lines of constant r are basically ‘upward’

directed there, and vice versa in II and IV.
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Chapter 3

PARTICLE CREATION BY NON-MINKOWSKIAN
SPACETIMES

3.1 Quantum fields and the particle concept

In this chapter, we are concerned with a phenomenon that doesn’t arise from classical
theories like General Relativity alone: the creation of particles defined as excitations of
field modes.

It occurs in quantum field theory if one considers, e.g., external fields (including the
curvature of spacetime by gravitation), boundary conditions, or non-inertial motion. Ex-
amples include cosmological particle creation, the Hawking and the Casimir effect, and —
for accelerated motion — the Unruh effect.

We consider a scalar quantum field P.

3.1.1 Quantum fields and the wave equation
The field equation and conformal transformations

Scalar fields obey the Klein-Gordon equation
1
V=9
Here, m denotes the mass assigned to the field, (I is the curved spacetime d’Alembertian
with metric g,,, and { determines the coupling of the matter field to the curvature of
spacetime beyond that implied by the geometry dependence of the covariant derivatives

involved.

There are two special cases of coupling: If & = 0, the field is said to be minimally
coupled. For

(D—mz—kER)i’:( 8 (V=9 9" ) —m2+gR>é>:o. (3.1)

1n—2

€—§c(n) - Zn—l

where n denotes the number of spacetime dimensions, we speak of conformal coupling. In
two dimensions, minimal and conformal coupling are the same.

We speak of conformal coupling because for this kind of coupling, the field equation is

essentially invariant under conformal transformations: A conformal transformation of the

metric,

() = G () = C@guo(@) . ¢(2) = () = G50 (@)
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implies for the conformally coupled wave operator the relation
O+ &(mR(x) —» O+ &mR() = [C@)] "0+ &) R@) [C)] " (3.2)
On the other hand, the transformation of fields reads
b—d=[C(x)] " .
Given the Klein-Gordon equation (3.1), these quantities satisfy

[C(x)]_(n+2)/4 (D +E(n)R — m2)(i> -0
(O+ Ec(n)R)qg — [C(x)] ~(n+2)/4, 2 (C(2)] (n-2)/45

_ <@ L en)R— %)

where R is the Ricci scalar of the transformed metric gy,

Thus, ‘essentially invariant’ means invariant up to a rescaling of the mass parameter.
Obviously, a massless wave equation is conformally invariant.

In particular, this allows us to reduce the wave equation for a conformally flat metric
to the one for Minkowski space.

SN
I
o

Decomposition of fields

Let’s decompose the field in normal modes fp,
é:/fé@m+@ﬁ). (3.3)

The vector index £ counts the normal modes. It has the same dimension as space, (n —1),
and is, physically, the spatial wave vector of the modes.

The modes f¢ are normalized with respect to the Klein-Gordon scalar product defined
by [4]

010 = =i [ Vg udictds (3.4)

where X is supposed to be a spacelike hyper 3-surface, n* a future-directed unit vector
field orthogonal to ¥, and gs; is the determinant of the metric within X.
The choice of the scalar product (3.4) ensures that the inner product of two solutions
to the Klein-Gordon equation (3.1) is conserved as the parameter time advances.
Orthonormalization can now be expressed in terms of the scalar product just defined:

(felfe) =0(—¥) and  (f{|fe)=0. (3.5)

3.1.2 Symmetries and the particle concept

In static regions where the space-time admits a Killing vector field which is timelike and
hypersurface-orthogonal everywhere, the normal modes can be written in the form

fe(@) = Fy(x) - e .
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Here, we have chosen coordinates such that the x° axis points in the direction of the Killing
vector field and ¢ lies inside a hypersurface orthogonal to it, z° = const. Of course, the z°
parameterization must be chosen appropriately.

By (3.3), this implies a unique decomposition of the field into creation and annihilation
operators of excitations of each mode £. If the Killing vector field is a global one, then
this decomposition is the same everywhere, and a vacuum |0) can be globally defined:

ag|0) =0 for all &.

It is also possible to find a unique notion of vacuum and thus of particles in regions
which permit a Killing field which is timelike everywhere, but not hypersurface-orthogonal
[10]. Such regions are called stationary.

If no global Killing vector field exists, a vacuum must be defined by choosing local
coordinate systems. It is not possible to choose them in such a way that the thus defined
vacua agree for all x. Since the quantum state is a global concept, it is then impossible
to define a global vacuum. If one observer locally detects vacuum, there is always another
one who will see particles.

The same thing happens when an observer in a spacetime which at least locally admits a
Killing vector field, doesn’t follow it. An example is accelerated motion in flat space which
allows for several global Killing vector fields which are, however, not Lorentz invariant.
This phenomenon is known as the Unruh effect.

3.1.3 Asymptotic regions and Bogoliubov transformations

A special case of a spacetime that doesn’t admit global Killing vector fields is a spacetime
with asymptotic regions that do allow for Killing fields restricted to each of the regions.
An example which is important for us is the Schwarzschild spacetime where the asymptotic
regions are .# " and ¥~ (see fig. 2.8).

These Killing fields will, in general, not lead to the same vacuum state. Thus an observer
who goes from one asymptotic region to another will register a changing occupation of the
quantum state with particles. In particular, he will see particles being created out of an
initial vacuum.

Mathematically, this means a mixing of annihilation and creation operators defined
in each of the asymptotic regions. Annihilation operators of one region (1) will contain
creation operators from the other (2) [4]:

oy = / d3k(aw&1,e+5§y&h) and (3.6a)

d1e = / A3k (apne — Bl y) - (3.6b)
The same coefficients apy and PBgp connect the sets of modes:

fop = /d?’k(azyfl,e—ﬂee'ffg) and (3.72)

fie = /dgk'(awfz,e' + Bev fow) - (3.7b)

This relation between different sets of modes as well as creation and annihilation operators
is called a Bogoliubov transformation.
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As a consequence of orthonormalization, the coefficients satisfy the following conditions:
/d?’[(ag[a;@[ - ﬁg[ﬁ;[) = 5(E - E/)
/d3[(auﬁe’[ — Buagr) = 0.

A vacuum state in region (1) may contains particles defined in region (2):

G2.¢/01) = /d%’ﬁ;‘ya}ymg = /d3k’ﬁ§y|117y> .
This yields the particle number in the mode &:

Ne= [ @K ol (3.8)

3.2 An example of particle production:
the sudden expansion of the ‘universe’

3.2.1 The metric

Following the lines of [4] we consider a metric
ds? = —dt? + a?(t)de?
which reads
ds? = C(n) (—dn® + dr?)
where 7 is the conformal time coordinate defined by
U

t= /a(n’) dn/ and a*(t) = C(n(?)) .

In [4], a continuous function C(n) is considered whereas we want to calculate a simpler
example which can be compared to the limit of the continuous one: a step function

C(n) = C-O(-n) + C16(n) = C- + (Cy — C-)O(n)
describing a sudden expansion of space. Then

Cn(n) = (Cy = C-)d(n) -
With 7, being the Minkowskian metric of signature (— + ++), our metric then reads
1

" (n) = C(n)n‘” or  gu(n) =Cm)nuw

implying
V=0t o=

and the curvature (Ricci) scalar (as obtained by using MAPLE)

320(m)mC ) = (Cn).)”
T2 Cn)? ‘

Not that this expression involves the square of a § distribution. However, we will not need
to do explicit calculations with R at n = 0 as we will solve the wave equation only where
R is well-defined and match the solutions afterwards.

R
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3.2.2 The Klein-Gordon equation

In our case, the Klein-Gordon-equation (3.1) reads

(%a“(caﬂ) —m? 4+ gR) d=0. (3.9)

For conformal coupling, (3.2) allows us to rewrite (3.9) as
(C*%DOC% - m2> =0 (3.10)

where
Oo=—-0;+A

is the d’Alembertian in a Minkowskian metric.
We want to calculate mode functions fy and write them in the form [4]

134
t) = et 3.11
fe(n, ) o) Xt (3.11)
Plugging fe into (3.10), we obtain
(0—%(930% +C71e? — m2) Xe € =0. (3.12)

In order for f; to be a solution, it must be finite, and so must x¢. Thus, we know all terms
in (3.12) to be finite except 8301/%@; for the equation to hold, this one must be finite as
well, implying differentiability to first order of C1/2ys.

3.2.3 Solutions

Solutions in each time region

In the two regions n 2 0 where C'y = const we can solve this equation very easily,

X+,6 = Vi (Oé:t,geiwi’w + ﬁijge_iwi’m) (3.13)

where wre =\t —-Cyim? .

Here, we demand
2 _ 1

Bael® =l

and choose the normalization constant v4 g such that solutions f; are normalized with
respect to the Klein-Gordon inner product (3.4).

We choose ¥ to be ordinary three-dimensional space at a fixed time 7 such that
nt = 0_1/2(—1,0,0,0) and —gy = ¢® = C3. Equation (3.4) now reads

(W1¢) = —iC(n) / BB . (3.14)

Now we impose the orthonormality conditions (3.5) on solutions to the Klein-Gordon
equation (3.9),
(feplfee)=0(—¥) and  (figfew)=0. (3.15)
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Applying (3.14) to fe and f¢ as given by (3.11) and (3.13) and making use of

/dgtez‘(e —¥)r _5e_v)

(2m)3
we obtain
(felfe) = 20 [va e wa e
which, by comparison to (3.15), yields
1 1 et&e

Viel = ——=—=  or vip=—F7——=—e"",
V20 w4 V201w g

Using (3.13) and (3.16) in (3.11), we can write down the solutions in the following way:

& real . (3.16)

1 . ) .
fi,é(nat) _ (O[:béezw:t,eﬂ + ﬂiieﬂwi,m) . pitrtige (3'17)

2(27T)3Ciw:|:,g

The Bogoliubov transformation

We now want to perform the Bogoliubov transformation between the sets of solutions
(3.17) in the two regions n < 0 and n > 0. With creation and annihilation operators
defined according to (3.3),

b= / & (s efee+al o f1e)

the transformations (3.6) and (3.7) yield

d+,é - /dSkl (azeld_’k/ - ﬂ;&ld‘r_i/)
and
fre= /d3k/(0‘98’f,é’ + Bew f1e) -

Since a single mode solution has a defined spatial frequency &, the coefficients are of

the form
Qlppr — Ozg(S(E - E/) and ﬁgg/ == Bgé(? - ?/) .

If we assume that there is no wave propagating backwards in time for n < 0,
Yoo = v_ et
we can identify the Bogoliubov coefficients with our o and ( from eqn. (3.13),
arp=cap and  Bie=[Fe.

In order to calculate them, we remember that C/ 2x¢ is continuous and differentiable
everywhere, including n = 0:

V- X—,e’nzo = VCy X+’E’n=0 and +/C_ 5nX—,e’n:0 = VCO310X+ e

n=0
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Plugging in x+ ¢ at n = 0, we have

BZEE .
/C_ w_ N
\/ ZC_w,7ge

€Z£€

=0 V20w e

(a+’eeiw+,e77 + ﬂ+7ee*iw+,en)

n=0
and

A /C_ eié?
\/207(.4)_,3

This simplifies to

(W—,E)QW7’W = —————(iw4 ) (Oz+7{eew+v”’ — 5+Vge_iw+’”7)

n=0

1 1

W— e \/m
= Vwielage—Bre) -

The solutions to these equations (and thus, the Bogoliubov coefficients) are

1/ - 1 —w_
e =~ Wyip Wy +w and Be = = Wip W4 — W ) (318)
2V w_p  wy 2V w_e  wy

3.2.4 Comparison to the results from the literature

(aqe+ Bre) and

E

)

In the referred book, a smooth expansion is considered instead of our metric jumping at
n = 0. For a conformal scale factor

C(n) = C- + (C4 — C-) tanh(pn) ,

the Bogoliubov coefficients for a transformation between the regions n — —oo and 7 — oo
are computed to be
r (1 - zﬂ> r <—zﬂ>
W4k p p

W—t _W+E+W7,é r(1—; Wyetw_
2p 2p

I‘(l—zw *E)r w“)
5&21/w+’k £
w—,er<w+e >F<1+1w+e—w e)
2p

2p

and

Qe —

where
wre= V2 —-Cim?.

Actually, only two dimensions are considered so the authors have k instead of € but the
result ought to be the same.
We are interested in the limit p — oo; using MAPLE, we obtain
I L(ia/p) b

oo T(ibfp)  a

With I'(1) = 1, this leads to our results (3.18).
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Chapter 4

THE HAWKING EFFECT

In the last chapter, we gave an example for particle production by a spacetime different
from Minkowski spacetime. There, the geometry changed with the time coordinate, in a
very simple way. Basically the same effect is possible in a spacetime with a metric that
changes along arbitrary worldlines. Vacuum has then to be defined in asymptotic regions
that are characterized other than by their time parameter.

One such spacetime is that of a Black Hole; a Black Hole metric depends on the radial
coordinate r, and the asymptotic regions are £ and ¥, see fig. 2.8.

If, in particular, the quantum state is such that there is vacuum at .#—, it will corre-
spond to a thermal ensemble of particles at .# " with the Hawking temperature Ty. This
effect is called Hawking radiation.

There is a variety of ways to explain the phenomenon of radiating Black Holes. We will
consider three of them:

e The first one allows us to estimate (but not strictly derive) T3 in the picture of pairs
of virtual particles torn apart by the Black Hole’s gravitational field [11].

e Then we will consider the wave equation and make an ansatz for its solution by which
we can reduce it to a Schrodinger-type wave equation with a complicated scattering
potential [12]. If we could solve it explicitly, we could proceed as in the previous
chapter.

e Last, there will be an outline of Hawking’s own explanation of the Black Hole radi-
ation [3].

4.1 The virtual particle picture

4.1.1 Separation of virtual particle pairs

It is a well-known quantum mechanical result that no particle can be at rest at a precisely
given position, or alternatively have exactly zero energy at a precisely given moment of
time. The reason for this is the uncertainty principle.

According to the same principle, quantum field theory doesn’t allow for a perfect vac-
uum in the sense that a field mode has zero energy at any exactly given moment of time.
Field modes can be in their ground state; if all the modes of a field are, this is referred to
as ‘vacuum’. But the uncertainty principle, one form of which is

AE-At>1, (4.1)
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allows the mode to be in an excited state at AE above the ground state for the time At,
but not longer.

One can imagine these fluctuations as producing particles of energies AE and —AFE,
resp., which have to recombine after a time At at the longest.

There is no admissible trajectory for the negative energy particle outside the Black
Hole. Consider a radially moving particle and denote the three-momentum p = (p', p?, p?).
Then, the norm of the four-momentum is

o= (1-2) CaB) + g 12 (42)
If » > 2M, this quantity is positive whereas it is bound to be negative in order for the
particle to have a timelike trajectory.

However, since the geometry in the vicinity of the event horizon of a Black Hole is well-
behaved, the negative energy particle can cross the horizon during this interval. Inside
the event horizon, the expression given by eqn. (4.2) is certainly negative. The particle
can propagate freely towards the central singularity as space and time exchange their réle
with regard to propagation towards increasing proper time, see chapter 2.

As the negative energy particle is no longer denied free motion, the particles become
real. The remaining positive energy particle is free to escape to infinity. By this process,
the Black Hole effectively radiates off the energy AFE.

4.1.2 Estimating the Hawking temperature

We will use the uncertainty relation (4.1) to obtain the average energy, AFE, of the particle
escaping to infinity. In order to do this, we need an estimation for the time the particle
exists in the classically forbidden state.

Starting a distance £ away from the horizon, it takes a proper time interval

2M

Ar = — / dr ~ 2v2Mz
e
TN T oM te

to reach the horizon [11]. With this value, we obtain from the uncertainty relation

1

AE=E,, — —=>
T 9VRMe

for the energy of the particle at a distance € from the horizon. It is related to the energy
of the same particle at infinity by [11]

€
Ex = r+e m .
This yields an energy at infinity, i.e., the energy measured by the observer who investigates

the Hawking radiation, of
1

Ey=— .
&M
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If we define the temperature of the radiation by T'= E where F is the average energy of
the detected Hawking particles, and Boltzmann’s constant, kg, has been put equal to 1,

we end up with a temperature
1

8t M
which coincides with the Hawking temperature obtained in the strict derivation of the
Hawking effect.
These considerations do, however, not explain why the Black Hole radiation has the
spectrum of black body radiation.

4.2 The curvature of spacetime as a scattering potential

Let’s now consider waves instead of particles. For the problem at hand, this is the better
approach by far as the very particle concept is ill-defined in a generally curved spacetime.

4.2.1 The s-wave equation for four-dimensional Black Holes

We restrict ourselves to spherically symmetric waves, called s-waves. This allows us to
suppress the angular degrees of freedom in the calculations and provides a bridge to the
two-dimensional models considered in the second part of this work.

Furthermore, we will talk only about a massless scalar field. This simplifies calculations
considerably and suffices as the purpose of this section is just to demonstrate qualitatively
the relation between particle production by a Black Hole and the scattering of a wave as
considered in quantum mechanics.

As we deal with the exterior of four-dimensional Schwarzschild Black Holes in this
chapter, the curvature scalar R vanishes identically, thus rendering the distinction between
minimally and conformally coupled fields unnecessary.

In the setup just outlined, the Klein-Gordon equation reads

1 .
—— 0y (V—99"0,) 2 =0. (4.3)
\/_—g M ( )
In the s-wave approximation, derivatives with respect to the angular variables vanish; thus
eqn. (4.3) becomes

O0d =

Or(V=99"0:®s) + O+ (V=99 0 ®5) =0 (4.4)

where we have already chosen tortoise coordinates (2.5). In these coordinates, we have

2M
ds? = <1 - —> (—dt2 + dr*2> —r2d0?,
r

- 1

r

T 1—2M/r’
2M

and +—g= (1——) r?sind .
T

Plugging this into (4.4), dividing by sin §, and using (2.7), we get

—1?0f®s + O (r?0p-05) =0,
oM
—1r207 D, 4 205 B, + 2r <1 - —> Ops®s =0 (4.5)

r

7gtt — g'r*
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4.2.2 Reduction to a scattering problem

We consider spherically symmetric normal modes f;(¢,7*) and make a separation ansatz

* 1 *
filt,r*) = ;T(t)R(r ) .
Dividing (4.5) by r, we have
d*T > R 2M\ d R
R— —yT— = o7 (1-2= )
az ~ taety ( r ) dr* r
and dividing further by RT yields
1d*’r r d2 R 2 2M\ d R,
T dt2  Rdr*2r + R ( r ) a0 T (4.6)

since each of the expressions is independent of one of the variables ¢,r*. Therefore the
time-dependent part of the solution is a harmonic oscillation,

T(t) = Tre ™" + Toe™" | T, Ty = const .

Normal modes are counted by the continuous parameter w which we assume to be positive.
Using

d R 1dR 1 2M
ek SR (i il
dr* r rdr*  r2 < r ) R and
d> R 1d°R 2 2M\ dR 2 6M 2M
e, R S (el Jx el Sl (S 1 AL GO R
dr*“ r r dr* T T dr* T r T
the r*-dependent part of (4.6) reduces to
d?R 9 2M\ 2M
—(1—— | —|R=0. 4.7
dr*? * [w ( r ) r3 } (4.7)

This reminds us of a potential scattering problem as known from quantum mechanics,
only with a very complicated potential. The wave R depends on r* while the potential
depends on r which in turn is a transcendental function of r*. It is the so-called Lambert
W function which is available only tabularized.

4.2.3 Discussion

Finally, let’s look at the field modes we were just talking about in a Kruskal diagram (see
fig. 2.1) or Penrose diagram (see fig. 2.8) of Schwarzschild spacetime.

We have a wave Rj, incident from r*,r — oo (the wave coming from .# ) which is
partly transmitted to the region r* — —oo,r — 2M (Rpp, swallowed by the Black Hole),
and partly reflected back off the potential wall to r*,r — oo (Rout, having the same
frequency as R € as V is the same). No wave is incident from r* — —oo since we assume
the White Hole located there not to emit. See figure 4.1.

In the region 7* — o0, eqn. (4.7) reduces further to a harmonic oscillator equation with
wave number k = w,

d’R

_ 2
dr*2—wR,
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Figure 4.1: Left: The potential V' = (1 — 7) 5 asa function of r and r*, resp. Right: The

wave Ry, incident from £~ is partly swallowed by the Black Hole (Rpp) and partly reflected to
IT (Rout) while the White Hole doesn’t emit.

R(r*) = Rle_ikr* + RQGikr* ) Ry, Ry = const .

Far from the singularity we thus have plane waves of asymptotically constant wavelength
with respect to both r and r*.

On the other hand, near the horizon the wavelength is asymptotically constant with
respect to r* as well but, as r* — —oo and r — 2M, more and more wave fronts pile
up against the horizon the closer one gets to it, thus infinitely shortening the wavelength,
and the wave is blue-shifted as seen by an observer falling freely into the Black Hole (who
crosses the horizon in finite proper time, just as the r coordinate runs through a finite
interval while doing so).

4.3 Hawking’s derivation of Black Hole radiation

4.3.1 Gravitational collapse

In order to follow the derivation of Black Hole radiation as given by Stephen Hawking
himself, we need to consider the gravitational collapse of a star into a Black Hole, as
opposed to eternal Black Holes.

We will consider a star which is supposed to consist of spherically symmetrically dis-
tributed matter, without making any further assumptions on the nature or radial distri-
bution of that matter. It will turn out to be of no importance for the Hawking process.

By Birkhoff’s theorem (see, e.g., [1]) the gravitational field at some point within such a
distribution of matter depends only on the total mass contained inside a sphere concentric
with the distribution and possessing a surface that contains the point in question. All
matter outside that sphere gives rise to zero total gravitational influence.

Applied to our case, this means that outside a collapsing star, the gravitational field
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Figure 4.2: Left: Kruskal diagram and right: conformal diagram of the gravitational collapse of a
star. Its interior is marked by hatching. Figures taken from [13] and [3], resp.

is always that of Schwarzschild spacetime. Points on the surface itself follow trajectories
through the spacetime of a Black Hole of mass M which is the total mass of the star.

In order to draw a spacetime diagram of gravitational collapse, one can take the diagram
belonging to the (¢,7) part of an eternal Black Hole and ‘cut out’ everything that lies on
the Black Hole’s side of a radial geodesic assigned to some particle that falls inwards from
infinity, as we let — for simplicity — our star collapse from infinity. See figure 4.2, left.

To draw the corresponding Penrose diagram (see fig. 4.2, right), we apply a conformal
transformation different from that introduced in chapter 2. It is the same only as far as the
exterior region is concerned, but transforms that part of the line r = 0 which is not yet a
singularity into a straight vertical line. However, the lines representing the hypersurfaces
#+ and .~ remain unchanged by this procedure, as do the paths of light rays anywhere
inside the diagram.

4.3.2 Black Hole radiation

The light rays coming from .#~ or going to .#* mark lines of constant phase of a normal
mode of the matter field propagating along .#~ and .# 7, resp. Therefore, if we map a
point Pt on .1 to a point P~ on .#~ by following the light ray coming out on .#+* at
P back to .#~, the phase of a normal mode considered at both points will be the same.
By taking into account small vicinities of the points PT and P, we can compare the
frequency of the mode along .# " with that along .# ~. This is what we need in order to
perform the Bogoliubov transformation between the modes on .#+ and .#~ and, via the
Bogoliubov coefficients, calculate the radiation from the Black Hole assuming there is an
incoming vacuum.

As our spacetime diagrams contain a radial coordinate, we have to reflect a light ray
going through the origin from the line » = 0. Doing so in the Penrose diagram in fig. 4.2,
we see that all the rays arriving at .#+ come from that part of .#~ with v < vg. Light rays
at later advanced times v are swallowed by the Black Hole. As .#7 is an infinite interval
and vg is a finite coordinate value, wave crests equidistant on .#* pile up near vy when
followed back to .#~. This means very high frequencies which retrospectively justifies
using the geometrical optics approximation made when considering light rays that pass
through the interior of the collapsing star undisturbed.

As 1, 77 and all light rays are at angles of 45° in our figure, distances between two
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particular wave crests measured in the diagram are the same at #* and at .# . So we
need to know the relation between the coordinates used in the diagram and the actual u
and v coordinates. This relation is given by the conformal transformation applied when
drawing the diagram. For £t it is given by eqn. (2.13).

Thus, we can compare outgoing normal modes of frequency w defined on £+ — with
respect to u — to incoming ones with frequency w’ defined on .#~ — with respect to v —
and propagated to .# 7. A part of each mode will be reflected off the static gravitational
potential outside (static because of Birkhoff’s theorem, see above) and arrive at . with
the frequency w’. The part going through the interior of the mass distribution experiences
a changing potential and thus will be effectively red-shifted. For this latter part, Hawking
[3] obtains Bogoliubov coefficients «,, and f3,, which satisfy the relation

|aww’| = eww/n|ﬁww’|

where k = 1/4M is the surface gravity of the Black Hole of mass M. The approximation
made here is to consider incoming modes to have the asymptotic form valid near vy even
at earlier advanced times v.

Demanding, as in the example in the previous chapter,

|aww"2 - ‘ﬁww’|2 =1 5
we obtain

1
e2rw/r 1 7

|ﬁww’|2 = (48)

By eqn. (3.8), the number of particles defined with respect to the outgoing mode of fre-
quency w is infinite which corresponds to a steady finite emission rate that remains forever
after the gravitational collapse. However, expression (4.8) describing the ratio of particle
emission in different outgoing modes corresponds to thermal radiation at the Hawking

temperature
1

~ 87M

In [3], Hawking does not consider particles as excitation of field modes but as wave
packets instead. Both approaches lead to the same thermal distribution at the Hawking
temperature.

Ty
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Part 11

Two-Dimensional Models €
the Effective Action Approach
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Chapter 5

TwO-DIMENSIONAL EFFECTIVE ACTION
MODELS

5.1 Why consider two-dimensional models?

Black Holes lose mass by the process of Hawking radiation which we reviewed in the
previous chapter. The emission rate is the higher the higher the Hawking temperature of
the Hole, i.e., the smaller its mass. This implies a permanent acceleration of the emission
process which is probably destined to end in an outburst of radiation that destroys the
Black Hole.

Simple as this might sound, it is not possible today to strictly calculate this process of
a Black Hole’s evaporation.

The full theory needed to describe the evolution of a radiating Black Hole is a theory
of quantum gravity which is, however, not yet available. The next thing to work with is a
semiclassical approximation: matter is supposed to obey quantum laws where the geometry
of spacetime is treated as a classical one which, in turn, is related to the expectation value
of the matter energy-momentum tensor by the semiclassical Einstein equations,

1
Guw =Ry — §gw,R =81 (Tpw) - (5.1)

Whether such an approach makes sense is subject to debate [4]. Due to the non-linearity
of gravity, it will certainly fail for effects that occur on the scale of the Planck length or
involve singularities. Thus it will certainly not be possible to correctly describe, among
other things, the very final stage of Black Hole evaporation in a semiclassical model. On
the other hand, one might expect meaningful results as long as one stays in the region
exterior of a reasonably sized Black Hole. It is hoped that the semiclassical approximation
in gravity works similarly to the quantum electromagnetic one which is, e.g., able to
describe particles in exterior electromagnetic fields.

Yet in the semiclassical approximation as well as in full quantum gravity, the equations
describing the evolution of the system must be solved self-consistently. In four dimensions,
this poses a problem: One is only able to calculate, e.g., the Hawking radiation for a fixed
background metric such as a Black Hole created by gravitational collapse. Little success
has been made so far to include the effect of the back-reaction of Black Hole emission on
the geometry.

In order to get an idea of what the back-reaction might look like, one considers two-
dimensional models as they are easier to deal with. One reason for this is that every
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two-dimensional metric is conformally flat. In terms of null coordinates v and v it reads

ds* = —e* dudv , NET= %620 where o = o (u,v) . (5.2)
This is an important property to be used in two-dimensional calculations. Probably
these models cannot yield more than qualitative suggestions as to the result of the four-
dimensional case. However, even to achieve qualitative agreement with respect to the
Hawking radiation on a fixed geometry is still an open problem.
The second part of this work is dedicated to two-dimensional model spacetimes, the
problem of qualitative agreement between two- and four-dimensional Hawking radiation
[6, 7], and an ansatz for a possible solution made by Y. Gusev and A. Zelnikov [8].

5.2 Action principle and conformal trace anomaly

5.2.1 The action principle
The gravitational part

If we build our theory on an action principle, we obtain the quantities of interest by
variation of an action functional. This functional cannot be derived but rather must be
assumed. The equations which describe the evolution of the system under consideration
reflect the requirement that the action functional, evaluated on a given field configuration,
be extremal.

The action S describing a relativistic field theory consists of two parts: the gravitational
action Sg, and the matter action Sp,:

S = Sy + S -

It is possible in four dimensions to directly derive equation (5.1) from the action S. In
order to do this, we have to decide on an explicit expression for S,. In four dimensions we

choose )
Sgo - /d4x V—g® R® | (5.3)
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This action is known as the Einstein-Hilbert action [1]. Its variation with respect to the
metric yields the left-hand side of eqn. (5.1).

The matter part

The right-hand side is not further specified in eqn. (5.1). Depending on the kind of matter
under consideration, an action Sy, is chosen and the expectation value of the energy-
momentum tensor is derived from it by variation with respect to the metric.

For a minimally coupled, massless, non-self-interacting scalar matter field ® in four-
dimensional spacetime, the action S{ reads

Sy = —@ /d4fc V=g® (VD)? . (5.4)
The classical energy-momentum tensor is now obtained in the following way,
_ 205  p 2 OSm

V=909 g g™

™ (5.5)
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which follows from the definition of the action,

0Sm = — [ d% V_Qg(x) TH (2)8 g, () . (5.6)

The change of sign in eqn. (5.5) is due to the way contravariant metric components are
varied with respect to covariant ones, see eqn. (1.18) below.

In quantum field theory, a relation corresponding to eqn. (5.5) can be formally formu-
lated for the vacuum expectation value of the energy-momentum tensor:

_2 5Se 2 556

N e AT
dgu(x) . (5.8)

55, = — [ d%z 7V_29(9”) (TH (z))

Here, S, is the effective action introduced below.

The energy-momentum tensor in two and four dimensions

The authors of [14] give a simple relation between the energy-momentum tensor in two
dimensions and the one in four dimensions assuming spherical symmetry,

T@ >
(4) _ < Hv
() = 4rr?

However, there is also the possibility to determine the angular components of the four-
dimensional energy-momentum tensor. In four dimensions, we vary the action with respect
to the angular components of the metric. These do not occur in a two-dimensional model.
The information on the angular metric components is contained in the dilaton field ¢ and
the knowledge about spherical symmetry instead. With these, we obtain the tangential
pressure [14]

0, o 1 6Sm
(TWy) = (TW7) = ST 56 (5.9)

The (0, 0) and (p, ¢) components are equal because of spherical symmetry.

5.2.2 Conformal invariance and its breaking
The conformally flat two-dimensional case

If we work in two dimensions and the metric g,, is related to the flat metric 7,, by a
conformal transformation,

() = D (z) , g (2) = T () (5.10)
eqn. (5.8) can be written
5m = — [ o VL@ G, =~ [ oY 2@ 6o)g,
_ _/d21: V2_9<T“#>60 .
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Since every two-dimensional metric can be represented in the form (5.10), the trace of the
classical energy-momentum tensor in two dimensions is given by

-2 08
T = ——, (5.11)
v—g 00
and, accordingly, its quantum counterpart is given formally by
—2 0Sm
vV—g oo
where the action Sy, is, in contrast to the one in the previous equation, the action of the
quantum matter field.

(T}) =

" (5.12)

The conformal anomaly

Classically, a conformally invariant action yields, by eqn. (5.11), a zero trace of the energy-
momentum tensor. If the theory in question does not contain any kind of length scale,
the action may be invariant as conformal transformations are, essentially, a rescaling of
lengths. A mass parameter introduces such a length scale.

On the contrary, the trace of the vacuum expectation value of the quantum energy-
momentum tensor will — in the case of our massless scalar field — never be zero, even
in the massless case. More precisely, the trace will formally vanish, but that is not a
physically meaningful quantity. Individual components of the energy-momentum tensor
are divergent — which may be understood by the existence of a infinite energy density in
the ground state of fields — and these divergences must be dealt with using the formalism
of regularization and renormalization. In this process, (T}/) acquires a trace.

Because the resulting theory is no longer conformally invariant — the now finite trace will
be rescaled by the conformal factor — one speaks of the breaking of conformal invariance or
symmetry breaking. Thus the phenomenon at hand is known as the conformal anomaly.

5.3 Two-dimensional gravitational action & dilaton gravity

Let’s now assume spherical symmetry of the geometrical as well as the matter part of the
action. Then no physical quantity depends upon the angular variables, and we can get rid
of them in some fashion. The following section investigates how to reduce the dimension
of spacetime from four to two.

If we want to set up a two-dimensional spacetime modeling a four-dimensional one and
containing a matter field, we must consider two things: what kind of two-dimensional
gravitation, i.e., Einstein equations to use, and what kind of matter in two dimensions.

5.3.1 The naive reduction: ignoring two dimensions

The simplest way to get rid of the two angular dimensions is to ignore them. This would
result in a two-dimensional gravitational action

5é2> — L /de . /_g(z) R® .
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Even though one can, of course, consider such a model, it does not reflect the four-
dimensional situation. Ignoring some dimensions inevitably leads to results that are qual-
itatively very different from those obtained for the original number of dimensions.

A simple example is a system emitting radiation, e.g. an oscillating electromagnetic
dipole. Due to the conservation equations, the energy density of the radiation must be
proportional to some decreasing function of the distance r from the source. The dimension
n of the spacetime considered enters this function as a parameter. Speaking in an intuitive
way, the power radiated off must disperse over an (n — 2)-dimensional sphere of radius r.
This means the energy density of radiation emitted from an antenna in our world decreases
as 72 whereas in a two-dimensional spacetime, it doesn’t decrease at all.

5.3.2 The more physical case: dilaton gravity

We do not run into the difficulties just mentioned if we do not alter the quantities we
consider. That is, we propose an action S® which is physically related to S® instead of
imitating it as far as the two common spacetime dimensions are concerned.

To achieve this, we perform all integrations over the angular variables, thereby getting
rid of them and ending up not with different physics but with the two-dimensional aspects
of physics in four dimensions. Spherical symmetry allows us to perform the integrations
without difficulty.

A four-dimensional spherically symmetric metric is given by

ds? = gP)dz®da’ + r?dQ?
where a, 8 € {0,1}. We generalize this metric by introducing the so-called dilaton field ¢,
ds® = Q%dxadxﬂ +e720@q0? | (5.13)

By putting ¢ = —Inr we can always reconstruct the special case that corresponds to
spherically symmetric four-dimensional spacetime.
For the determinant of the metric (5.13), we have

gP = e sin? 0 g@ . (5.14)

Using this relation in the Einstein-Hilbert action (5.3) and making use of the fact that
R™ does not depend upon 6 and ¢, we obtain

T 2m
1
S = 16~ / d*z / d sin 6 / dp \/—g® e *?R™
0

0

1
= Z/de V—g® e 2RW (5.15)

If the metric components g,3 and hence the relation between R® and R® are known, one
can obtain a two dimensional dilaton-dependent gravitational action from eqn. (5.15). The
action thus obtained is suitable for meaningfully modeling the four-dimensional theory.
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5.4 Matter in two dimensions and effective action

5.4.1 The concept of effective action

As far as the conformal anomaly is concerned, the only property of the field the action
S depends upon is its spin. For the four-dimensional case, the anomaly and its spin
dependence is given, e.g., in [4]. The conformal anomaly depends only on geometrical
quantities [4]; thus, it may be used as a starting point for describing those aspects of the
theory in question which likewise depend only on geometry. This leads to the so-called
anomaly induced effective action.

An effective action contains only geometrical quantities, just as the trace anomaly. It is
chosen in such a way that it leads to a vacuum expectation value of the energy-momentum
tensor (by eqn. (5.7) or, more directly, eqn. (5.12)) whose trace coincides with the trace
anomaly. This requirement determines only the anomaly induced part of the effective
action; one can always add conformally invariant terms.

The effective action is used in order to calculate physical effects, among them the
Hawking radiation. However, it turns out that the anomaly induced part alone is not
sufficient, see below.

In the previous chapter, two possible geometries for two-dimensional spacetime models
were discussed: an inherently two-dimensional spacetime, and a so-called dilaton model
derived from four-dimensional spacetime by dimensional reduction under the assumption
of spherical symmetry.

We will derive the effective action corresponding to a scalar field. For the genuine two-
dimensional model, it is called the Polyakov action [15], for the more sophisticated model,
it contains dilaton-dependent terms in addition to the Polyakov term.

5.4.2 Genuinely two-dimensional matter and Polyakov action

Just as in the case of the gravitational action, the simplest two-dimensional model is one
that shows no reminiscence of four dimensions. The two-dimensional pendant to the action

(5.4) would then be

1

SP =1 / A2z \/—g® (V)2 . (5.16)
T

For this action, the trace anomaly reads

(T = == . (5.17)

Derivation of the Polyakov action

The Polyakov action can be obtained by integrating the trace anomaly as the energy-
momentum tensor derives from the action through variation. In order to do this, we first
introduce an auxiliary metric

G = 5_27—077#1/ ’ gw/ — 627077;“/ )

In the end, we will put 7 = 1. Let, in the following equations, a bar mark quantities refer-
ring to the Minkowski metric 7,,,. Then we have for the two-dimensional case considered
here

/__g — 6—27'0 — 6—27'0 /__g and
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0= e27’aaue—27'a (627'0an) 81/ — 6270|j.
This leads immediately to the invariant quantity
V—gO=+—g0O. (5.18)

Now we consider the effective action in the model with parameter 7; let’s call it Se(7).
First of all, we take its derivative with respect to 7 and make use of eqn. (5.7):

dSe(T) /d2 55 ( )dgﬂl/ — —/dzx \/_g <TMV>d (6_207—77;,“/)
dr Oguy dt 2 dr

_ / L /=G (T™) - G = / g o (T (5.19)

For the curvature scalar, we have (see, e.g., [7])

11
R=-270 =———R. 5.20
0o, o 57 ( )

Plugging the trace anomaly (5.17) and eqn. (5.20) into eqn. (5.19) we obtain

dSe(7) 1 9 T 9
—— [a R=——" | @¢/=g0o00 . 5.21
ar oy | CEVTIC 127 | €V TI9-9 (5.21)

Because of the invariance (5.18), the integral does not depend upon 7.

Next, we integrate eqn. (5.21) with respect to 7 from 0 to 1. The value 7 = 0 corresponds
to Minkowski space. As Minkowski space is translation invariant, there is no coordinate
dependence of S¢(0). With other variables being absent, it must be a constant which can,
by way of renormalization, be put equal to zero. Therefore, we have

1

1
Se(1) = — Tom dTT/d x\/— gaDa——% d%z/—golo .
0

This is already the Polyakov action; let’s rewrite it using eqn. (5.20) with 7 = 1:
Spot = ——— d%z /= RLR (5.22)
Pol = ~ 46— 9 o .

Of course, this quantity is only defined up to the dependence of the inverse d’Alembertian
on the boundary conditions the scalar field has to satisfy.

The energy-momentum tensor

First of all, we write down the general variation of the Polyakov action (5.22):

8Spol = — /d2 {5\/_ ) R= R+2\/_(5R) R+\/—_gR<6é> R}. (5.23)

By eqn. (1.22) and (1.17) we obtain

/d2a:\/—_gR<6é) R= —/de\/—_gRé(éD)éR: —/d%\/?g[épb} (55%3.

37



Now we plug this into eqn. (5.23) and perform the variations by eqn. (1.19), (1.20), and
(1.22),

1
U

[ [ + e (15 (5] + [l )}

Here, marked terms cancel by the identity (2.2), leaving the expression:

1 1 1 oz 1
35v0 = g | PV (59“”){ 29" RGR + 2 <[ " — R —R“”ER>

3va = g5 [ Fov=a 0 {2[ 58" - [5#]" [5R)"

g (‘%[éR} ’s[ég];rzzz)} . (5.24)

We can now read off from (5.24) the vacuum expectation value of the energy-momentum
tensor arising from Sp, according to (5.7),

1 1 7w 1 _qmpl ¥ 111 _qer1l
119~ e o) - (5 5"~ (o 320 [5)) -
Tea) 487r{ o' i A et A e S T o I F i (5.25)
This energy-momentum tensor agrees with [7] up to an overall factor of —2 which would
achieve consistency of the cited paper. This factor is present in the later publication [14].
We can simplify the expression (5.25) by writing the curvature scalar R in terms of the
conformal factor,

11

R=-20 =---R
o, o 58
and choosing null coordinates (2.4). This yields
(TE = — 2 (g 4 ohg?) = — 1 ((840)(8"0) - 8,8,0)
Pol 127 127 :

which can be proven to satisfy the conservation equations.

Hawking radiation and comparison with the four-dimensional theory

We want to shortly summarize the discussion of this result by R. Balbinot and A. Fabbri

[7].

The authors evaluate the expectation value for three specific vacua:

1. Boulware vacuum |B). This state is defined as the asymptotic vacuum, i.e., there
are no particles far away from the Black Hole. Field modes are not regular on the
event horizon; suitable ones are those with respect to Schwarzschild coordinates ¢, r.

In the Polyakov model, these properties are retained. The components of the energy-

momentum tensor vanish at infinity.

2. Hartle-Hawking vacuum |H). In this state, the radiating Black Hole can be regarded
as being in equilibrium with a thermal bath of particles outside or, equivalently, as
being surrounded by a reflecting shell. Field modes are regular on the horizon which
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is related to the asymptotic behaviour of (7)) near » = 2M. (These relations
go back to Christensen and Fulling [16].) Field modes are defined with respect to
Kruskal coordinates.

In the two-dimensional model, the same properties hold, and the state |H) defined
there is a thermal state at the Hawking temperature Ty = 1/(87M).

3. Unruh vacuum |U). The Unruh state corresponds to the gravitational collapse of
spherically symmetric matter to form a Black Hole, see chapter 4. Field modes are
required to be regular on the future event horizon.

Again, the Polyakov model is able to reproduce the features of four-dimensional
gravitational collapse as far as Hawking radiation is concerned. It leads to thermal
radiation at the correct Hawking temperature.

Thus, the combination of this genuine two-dimensional matter and the dilaton-depen-
dent gravitational action (5.15) yields a surprisingly good qualitative agreement with the
four-dimensional setting with respect to Hawking radiation.

However, this combination is questionable as it is rather inconsistent: two different
schemes of dimensional reduction have been used in order to obtain the gravitational and
matter parts of the action. Therefore, it would be desirable to use a concept of matter in
two dimensions which is rooted in the four-dimensional one as well.

5.4.3 Spherically symmetric matter in four dimensions

The matter action in the dilaton model

Making use of spherical symmetry and the relation (5.14), we can obtain a matter action
for the two-dimensional dilaton model from the four-dimensional matter action (5.4),

T 2w
Sfﬁ’ _ _(41)2 /d%/d@ sinﬁ/dcp v —g? 6_2¢(V‘I)>2
T
0 0
— i/<12:c V—g® e (V)? . (5.26)

Ar

Just as in the case of the gravitational action, this matter action does not imply physics
different from the four-dimensional one but rather describes only that aspect of four-
dimensional physics which is spherically symmetric. This is also known as the s-channel,
and the approximation made by requiring spherical symmetry is called the s-wave approx-
imation.

As roughly 90% of the Hawking flux are contributed by the s-channel, this approxima-
tion makes rather good sense.

Trace anomaly and effective action

We just derived the effective action for a massless scalar field in genuine two-dimensional
spacetime. Now we include the dilaton field ¢.

For a dilaton model of a scalar field theory with the action (5.26), the trace anomaly
reads [6, 17, 7] .

(T = 5

” (R—6(V¢)® +60¢) . (5.27)
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There has been a controversy about this expression. It is the subject of the following

subsection.
By a derivation similar to that of the Polyakov action, we can obtain the anomaly
induced effective action for our dimensionally reduced dilaton model [7],

1

Sin
aind — 96

d%\/_(R R —12(V¢)? R+ 12¢>R> : (5.28)

The energy-momentum tensor

We start by splitting the anomaly-induced effective action (5.28) into the Polyakov action
(5.22) and the dilaton dependent part,

Sat = Sra— - [ oy [oR - (VoPLR] (5.29)

Now we perform the variation; in the following equations, marked terms cancel according
o (2.2):

38iuna = 050~ - [ a {(6v79) [0~ (VoP §R| + V=70 |on~ (Ver Sr| |
1
2

~ (60°000) 51— (V0 (35 ) R (VPG m)

— 650 - - [ dovg <5g,w>< 5 | OR — (VP 5R| + 6% - 906 g

¥ qswéﬁ) +[5(ve?| 605 R - [5(vey] <6R>}

1 1 1 o 1
— 650 - - [ dovg <6gw>{—§g“”(w>253 + 6 — g 0o+ 61V SR

+ [ewor] ] <o ([Bieer] [, + [éwfe)

(B2 + 9 (ver + R (Vo) } (5.30)

We can now read off from eqn. (5.30) the vacuum expectation value of the energy-
momentum tensor according to (5.7) where (Th.}) is given by (5.25),

(tha) = 18 + = oo S+ [Sevor] " [5R)7 - [Gver] " + o

~50 ((Vor g [570r] [5R] - 2Ter +200)

Again, this agrees with the result given in [7] up to a factor of —2 which is fixed in [14].
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Comparison with four-dimensional spacetime

Again we refer to the discussion in [7]. As pointed out by the cited authors, the Boulware
state |B) corresponding to asymptotic Minkowski vacuum is still properly described by
the two-dimensional model. However, the model yields a negative Hawking flux ((u,u)
and (v, v) components of the energy-momentum tensor) for the Hartle-Hawking state |H).

Therefore, one wishes to improve the model. One requirement Synq had to fulfill
was that it should yield an energy-momentum tensor whose trace is just the conformal
anomaly. By adding conformally invariant parts to the action, one gets, by eqn. (5.12),
only trace-free contributions to the energy-momentum tensor. Thus one is free to do so
without violating the trace condition on the effective action.

One such conformally invariant contribution to Sanq has been proposed by V. Mukha-
nov, A. Wipf, and A. Zelnikov [6]. They obtain the correction to S,ing from a classical
approximation of the heat kernel. The problem of negative Hawking flux in the state
|H) can be cured by their approach. However, the properties of the Minkowski vacuum
are changed as well, to the effect that Minkowski vacuum is not a solution of the field
equations derived from the altered action. Therefore, the contribution to the effective
action proposed by Mukhanov et.al. is not satisfactory.

Another suggestion is due to A. Balbinot and R. Fabbri [7]. They start from a cou-
ple of physical requirements the two-dimensional energy-momentum tensor ought to ful-
fill. These are the conservation equations, the vanishing of the tensor components for
Minkowski vacuum, and state independence of the trace of the energy-momentum ten-
sor. These requirements reflect the properties of the pendant four-dimensional energy-
momentum tensor.

The correction actually made is, however, only defined in an ad hoc way. Though it can
qualitatively reproduce the behaviour of the four-dimensional energy-momentum tensor in
all three states |B), |H), and |u), it would be preferrable to be able to derive the correction
from the knowledge of the four-dimensional theory.

This has been done by Y. Gusev and A. Zelnikov [8]. Their proposal will be the subject
of the following chapter.

5.4.4 The controversy about the anomaly induced effective action

There had been a discussion about the trace anomaly and induced effective action in the
dilaton case. The subject of controversy was the coefficient in front of the ¢ and ¢R
term, resp.

The apparent ambiguity of this coefficient was an open question when this diploma
work began; it was part of the subject of this work to consider this question.

In the course of this work I convinced myself that a recent paper by J.S. Dowker
[5] actually contains the solution to the puzzle; by then, this result had been generally
accepted by the colleagues. I will explain the different points of view and how they can
be reconciled in this section.
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The point of controversy
The trace anomaly of the dilaton scalar field theory, eqn. (5.27), has been given in several
publications, among them [18, 6, 17, 19, 20, 21]. They all agree on

1
241

where « is the coefficient in question [5]. The corresponding anomaly induced effective
action reads

(/) =

: (R—6(Ve)* + ale)

Saind

~ 56 d%ﬁ(}% R —12(V¢)? R+2a¢R>.

For the coefficient « there exist, however, three suggestions.

1. o = 6 obtained by Elizalde et.al. [18] and V. Mukhanov, A. Wipf, and A. Zelnikov
[6]. This result turned out to be correct in the end and is thus used in this work.

2. o = —2 proposed by R. Bousso and S.W. Hawking [20] which turned out to be a
mistake.

3. @ = 4 obtained by Kummer et.al. [17, 19, 21] for the same setup of the two-
dimensional model as was used by Bousso and Hawking.

In order to sort out this variety of apparently contradictory results, it is not necessary
to start the calculations all over again, repeating the procedure of regularization and
renormalization. It is enough to have a closer look at the cited publications in order to
see what statements are really made and where real mistakes occur. This is what Dowker
did [5].

The value oo = —2: a mistake

The only result which involves a real mathematical mistake is that obtained by Bousso
and Hawking.

If we derive the effective action (5.28) from the trace anomaly (5.27) by a procedure
similar to our derivation of the Polyakov action above, we get as an intermediate result
the expression

Saind = 9(1; d%z /=g (R R —12(V$)*’R + 1zm¢ )
The last term is the one with the coefficient in question. In order to turn it into an
expression of the form ¢R, we have to account for the zero modes of the d’Alembertian
as the inverse d’Alembertian is defined up a linear combination of these zero modes.

We will not concern ourselves with the exact nature of these zero modes. All we need
to know is that they are different for different topologies of the two-dimensional spacetime
under consideration. In particular, a spacetime with the topology of a two-dimensional
plane has different zero modes than one with the topology of a two-sphere [5].

In [20], Bousso and Hawking do not consistently work with any one of these topologies
but rather switch from a spacetime with plane topology to one with a two-sphere topology
without paying attention to the extra zero modes. This is what causes their calculation
to fail.
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The generalized spacetime model by Kummer et.al.

In [17], Kummer and his co-authors introduce a more general model of dilaton gravity
than we have used so far. Instead of the dilaton field, they use different functions of the
dilaton in the matter and gravitational parts of the action. They call these functions ¢(¢)
in the matter part and ¢ (¢) in the gravitational part.

From their point of view, the dilaton gravity we have considered so far is just the special
case where these functions are the same. (And of this special case, the dimensionally
reduced four-dimensional theory is, in turn, just a special case.)

It turns out that the effective action obtained from this more general model in the case
o(p) = ¥(¢) = ¢ is exactly the same as that obtained in, e.g., [6], i.e., « = 6. This is just
a check of both calculations as this choice of ¢ and 1) describes the model used in [6], and
thus agreement was to be expected.

In the calculation examined above, Bousso and Hawking use a model where p(¢) = ¢
and 1(¢) = 0. This assumes a matter action as we have considered all along but a
gravitational action that ignores the dilaton. If we consider this model and calculate the
effective action without making the same mistake as Bousso and Hawking, we find o = 4,
the result also obtained for this model by Ichinose [21].

Thus there is not any contradiction between the a = 4 and a = 6 results. People have
simply considered different models of dilaton gravity. For the model used throughout this
work, e = 6 is a certain fact.
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Chapter 6

A CONFORMALLY INVARIANT CORRECTION
TO THE EFFECTIVE ACTION

In the previous chapter, we derived an effective action for our two-dimensional dilaton
model. This effective action is determined uniquely by the conformal anomaly arising
from the scalar quantum field. Like that anomaly, it contains only geometrical quantities:
the curvature scalar, the dilaton, and, implicitly, the metric via the covariant derivatives.

However, trying to reconstruct Hawking radiation from it, we ended up with a qualita-
tive difference from the well-known four-dimensional result.

In order to cure this shortcoming, people have tried to add conformally invariant terms
to the effective action or, equivalently, suitable contributions to the energy momentum
tensor. These do not change the resulting trace of the energy momentum tensor and thus
are not in conflict with the conformal anomaly, but yield contributions to the Hawking
flux which — hopefully — result in a qualitative agreement between the two-dimensional
and the four-dimensional theory.

One such attempt has been made by R. Balbinot and A. Fabbri [7]. These authors
propose a contribution to the energy momentum tensor determined by some physical
requirements.

An alternative contribution to the effective action has been suggested by Y. Gusev and
A. Zelnikov [8]. Instead of an educated guess, they give a strict derivation using heat
kernel regularization. It is this latter proposal we shall work on in this chapter.

6.1 The contribution to the effective action

6.1.1 The proposal made by Gusev and Zelnikov

In [8], an improved effective action for the two-dimensional dilaton model is given, namely
Set = Saind + S + S@) »

Sis) = —%/dzx\/—_g(ﬂqb) ln<;—§>¢, (6.1)

1 ID(DQ/Dg) 1

_ L e = 1 ,
S(S) -y /d 33\/_9 Oy — O D1R1(D¢2)(D¢5) . (6.2)

The anomaly-induced effective action, Suind, is given by eqn. (5.29). S and S are the
conformally invariant corrections to second and third order in curvatures, resp. The cited
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authors work, however, in the Euclidean section with metric (+4), so we use different
signs than they do. In (6.1) and (6.2) the following definitions have been used [8]:

ln<?) = —/dm <m2 0 — m2 _,u2> s (63)

0
In(C; /Cy) T, 1 |
/) g . 4
Uy — 0 / N — L m? -0, (6.4)
0

In (6.3) the regularization parameter p occurs; this notation is, however, only symbolic.
Later in this chapter, we will see explicitly how the regularization is done. Indices 1 and
2 in (6.4) indicate points in spacetime where the d’Alembertian in question acts.

The derivation of the corrections S,y and S, in [8] already fixes the boundary condi-
tions: They describe the spherically symmetric collapse of a cloud of dust in the distant
past. ‘Distant’ means that we have approximately stationary radiation at the time when
we evaluate the energy momentum tensor. The scalar field had been in the vacuum state
of the asymptotic Minkowski space that existed long before the collapse.

In order to restrict considerations to the physical case, in other words, in order to ensure
causality, the Green function implicit in the inverse differential operators (see eqn. (1.15))
must be the retarded one which will be calculated below.

In the next sections, we will derive the contributions to the energy momentum tensor
that arise from S, and S;). These results have not been previously published.

6.1.2 The retarded Green function

In the following, we will need the retarded, massive Green function G§(z,y). It is sup-
ported only where y is in the causal past of x which is the physical case.

Up to zeroth order in curvatures, Gf is the same for conformally flat space as for
Minkowski space [22]; let’s now calculate G for Minkowski space.

We know the Green function in momentum representation and can obtain the position
representation by a Fourier transform. We will calculate G} via Wightman functions [23].

Within this subsection, we will write ¢,  instead of zf — 3!, 2" — ¢/".

Wightman functions are defined by

o0

m _ 1 1 iklr 0 —ikO¢ 1
Gi(xay) — (27‘(’)2 /dk e /dk e m7

—0 [
w,% = (k1)2 +m?.

The contours of integration are closed loops running clockwise around the singularities in
the complex k° plane. %4 encircles k° = +wy,

00
1 1 o0, 1 1 1
Gm - = dkl ik T‘/dk,o —ikYt _~
+ ($7y) (271’)2 / © ¢ 2wk Wk + kO * W — kO
— 00 L
1 7 7.1 1 €_ik0t
= —— dkl e "—(—2mi) R . 6.5
(27r)2 / € 2wy, ( 7”) kO::etka W F kO ( )
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We calculate the residua at the singularities £ = 4wy,

o~ ikt (kO Tt , 1
s 0 — q:eq:zwktm — q:eq:zwktm |:1 _ it(ko F wk) + ﬁ(ko ¥ Wk:) ’
o ikOt '
thus kORika e = FeTiwkt
and plug them into (6.5),
. o0
G (2, y) = j—; / dk! eik”wikﬁw . (6.6)
—0o0

Now we introduce a parameter 1 defined by
k' =msinhn, wp=mcoshn; dk'=w,dn.

Equation (6.6) now reads

o0

w
4—Z / dn exp [i(Ftm coshn + rmsinhn)] . (6.7)
s

— 00

G (z,y) =

In the end, only the region inside the lightcone, |t| > |r|, is of interest. Then,

t coshn £ rsinhn = sgn(t)V/t2 — r2 cosh (77 +1In i‘f—:) . (6.8)

We now need to explicitely cut off the region outside the lightcone from Wightman func-
tions using a step function as defined by eqn. (1.13). We insert (6.8) into (6.7), shift the
integral appropriately, and make use of the fact that coshn and cosn are even functions
whereas sinn is odd. With o4, given by eqn. (1.3), we obtain

o0

+1 .
Gl(x,y) = E@(_ny) / dn exp [:Fz sgn(t)my/—204y coshn}

+1
= %@(—agjy)/dn cos (m+/—204y coshn)
0

:Fsgn —Ogy /dn sin m —20y Coshn)
0
sgn(t)
= O(—0uy) ZNO (m/—204y) + TJO (my/—204y) (6.9)

where Ny and Jy denote the Neumann and Bessel function of index 0, resp.
The retarded Green function is defined in terms of Wightman functions by

GR(z,y) = O(t) [GY(z,y) + G"(2,y)] -
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We insert (6.9) and obtain the massive retarded Green function,
1
GR (z,y) = 5@(1:'5 — y")O(=0uy) o (mr/—204y) . (6.10)
The wave equation satisfied is

and the inverse wave operator acting on a function ¥ reads

[;‘1’] (@) = /d2y V=9() GR (2, 1) ¥ (y) - (6.11)

m2 -0

G (x,y) depends only on differences of coordinates, therefore

9 m 0 m
wGR(x,y) = _a—quR (9073/) .

6.2 The second order correction

6.2.1 Variation

Analogously to the procedure in the previous chapter, we have to vary the correction to
the effective action with respect to the metric in order to determine its contribution to
the energy momentum tensor.

The general form of the variation of (6.1) reads

5 = g [ #2 {0v=a@0 (S5 )o+ va (0000 m( 7)o

+H(D¢)5ln(;—?)¢} . (6.12)

When we apply (1.22) to (6.3), the term ——— does not contribute as it doesn’t depend

m2 —
on the metric:
D e} [e.e]
- 1 1 1
— 2 _ 2
51n(F) _/dm b —/dm = (00— .
0 0

Now we use this in the last term of (6.12) and then apply (1.17):

[ @av=g@ssm(—3)o = - [ @y [ dn? ©0) 56050
0

= [y fam? [l e0) e
0
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At last, we plug this result into (6.12) and perform the variations by (1.19) and (1.21),
resp.:

50 = o+ [ v (Gg) {%gﬂ”m@ ()¢
#[m(55)] “o - 3o ([m()e] e+ () o] o)
| Smch
D (R T RS SV SN | | G

6.2.2 The stress tensor

The freedom to choose a particular coordinate system allows us to make the expression
(6.13) easier to handle. Light cone coordinates with the metric (5.2) simplify the diagonal
stress tensor components considerably: only terms without g*¥ survive.

Of the (u,u) and (v,v) components, we consider (T4}'). The other one has the same
form, only with v in place of u. Keeping (1.18) in mind, we can almost immediately read
off the (u,u) component from (6.13),

oo

ow) =55 (PG00 e e

0

By eqn. (6.3), this can be written as

AR f3 SRR SR S
0

)

The inverse wave operators can then be expressed in terms of the retarded Green function
by eqn. (6.11) where the Green function itself is given by eqn. (6.10),

(T = 37 [ dm? {%m [ V=) GE 1))
0

—[/ dQWT(wGﬁ%x,y)Dm(y)u d2z¢?<z>ag<x,2>¢<z)]u}, (6.14)

If we want to evaluate this expression in the Schwarzschild geometry, we must use
coordinates which can be conformally transformed into Minkowski coordinates. This is
not possible with Schwarzschild coordinates; we will have to use the tortoise coordinate
r* (see eqn. (2.5)) instead of the Schwarzschild radial coordinate 7.

Thus we have to perform integrations with respect to the tortoise coordinate whereas
the integrands depend on the Schwarzschild coordinate through the dilaton field, see
eqn. (5.13) and the discussion thereafter. It seems that such an integral is not exactly
solvable and only numerical results can be expected. The numerical evaluation of the
expression (6.14) with (6.10) inserted for G is left for future work.
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6.3 The third order correction

The conformally invariant correction to third order in the curvatures, S, is somewhat
harder to handle. The particular difficulty arises from the fact that because of the non-
locality — which results in quite a lot of integrations — sometimes up to five different
spacetime points — integration variables except for x itself — are involved in a single ex-
pression.

In order to keep track of the arguments of functions but at the same time keep expres-
sions readable, we add subscripts 'z’ or ¢ to an expression defined at the point x or z;,
resp.

Moreover, we append similar subscripts to differential operators in order to indicate
what point’s coordinates they act on, and to inverse differential operators in order to
indicate the second argument of the Green function involved. According to eqn. (1.15),
the first argument of that Green function is the point at which the result of the action of
the inverse operator is defined.

6.3.1 Variation

We first write eqn. (6.2) with the subscripts z, 1,2, 3 introduced above:

ln O,/0 1
S = 5= [ ov=a M2 @] [2r],
Now we carry out the variation, in general terms:

o0 = g [ o 0v=am B2 ©onoen] [2-m],
In

+¢—( %(Dwmws) Exdl
+V=gr [%(DM(D%L(&&&)QE}- (6.15)

xT

In(0y /0
00,/ 3), qn. (6.4), and the variation rule for \/—g,, eqn. (1.19),

Using the definition of o, O e

we obtain

50 = 5 {22 0] [

i 2 1 1 1
— (5/dm m2 — O, m? — O (D¢)2(D¢)3> [D_lRIL
0

x

ID(DQ/D?,) 1 1
T2 8) Og), (O ] §— )R+ —06R| p. (6.16
+ G, e @0 | (05, ) B+ gom| o (610)
In(Cy /0O
The symmetry of % with respect to the points 2, 3 allows us to write its variation
2 — L3

as
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T

<5 7dm2 m? i Oy m? i Os (D¢)2(D¢)3>
m2 — Oy (0¢) ] (57,12%53(5@3):0

oot [t o

We plug this expression into (6.16) and apply the variation rule for inverse wave operators,
eqn. (1.22):

1
m(éﬂqﬁ)%

T

30 = g [ P2 v=a {%gﬁ”wgm) A=) (0] [5-R1]

1

—2O/dm P 1DQ<D¢>HW3 :

=]+ 000a) | [-0),

T

+ [ @@ [Dil (—(551) 5.5, +6R1)L} -

Now we make use of the symmetry of Green functions, eqn. (1.17):

5 ((553)[

50 = g [ s —gx{ég;L”(agw[%( 22(06)) [2-].

. de (g g el [5R1],) 000 (g o +e)

+ <Di1 [%(D@ﬂ[@)g} 1)90 (—(5Dw) [DL5R5} ) + 5Rx> } ]

These steps have put us into a position where we vary only objects defined at the point
x. Therefore, we can safely drop subscripts  from now on.

In a last step, we apply the variation rules for 6CJ, eqn. (1.21), and R, eqn. (1.20);
marked terms cancel due to the identity (2.2):

086 = — / 22 /=g ( 5gw){% e {%(D@)g(w)g] [D%Rl}
- /Oode |[2 (oo e O 3)“” (s @0 +9) !
0
e [<m2 i L3 [m2 i () (0e) 3) ( D¢)4 " ¢>,5

+ <m2 i O3 [m2 i O, (D(p)QL [%R1}3> H <m2%D4(D¢)4 - ¢>

|
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- (Dil [%(DM(D%L)(’“ [D—5R5} )

1 ln(0y/0s)
(el

(Dll {lnm(fi/D:a)( (0 ¢)3L>’W _guu[lrlm(zﬂi/gs)(m¢)2(m¢) ]
R (%[lgfi/gg)(mb(m)?’] ) } (6.17)

6.3.2 The stress tensor

Again we choose coordinates such that the diagonal metric elements vanish and consider
the (u,u) and, analogously, (v,v) component of the energy momentum tensor. By defini-
tion (5.7), we extract (T*) from eqn. (6.17) and obtain

<T<%§‘>—8iﬂ{207dm2< e resmen NN IS })’u (g oh+0)
" (%[%(D@Q(D@SL)# [2m) - (5 B e ¢>3}1>m}.

, we can use the symmetry with respect to the

U

If we substitute the definition of

points 2,3 to write in shorthand notation

) = 8i7r 7Odm2 {2 <m2 1 U3 [mz i Ly (Dd))z}?, {DilRl}?,) u <m2%D4(D¢)4 * ¢>
) ,
i (Dil = (mb]f)# BN (Dil = (D%D;uu} |

As in the case of the second-order correction, we can now express the inverse wave
operators in terms of Green functions,

U

[e.9]

(Tsy) = 8% /dm2 {2[ x5 \/—g(x3) G (2, z3)

0

(/d2$2 \/ — :EQ GR $3,x2 D(ls ) (/d r1\ — :El GR .%'3,.7}1 Rl)

)

+ / A2y /=g (w4), G (x, 24)(00)4

U
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+

/d%l 3T Crle. ) (/ 4%z, \/WG?{(ZL&,M)(D@Q)Q]

N7

X [ d*z5/—g(x5) Gr(z,25)Rs

U

2
- [ / La1 \/—g(e)) Gr(z, 1) ( / Ly \/—g<m2>cﬁ1<x1,x2><m¢>2) ] } - (6.18)

Clearly, we are not better off with this expression than we were with (6.14); this one can
also be solved only numerically. This is left for future work as well.

6.4 The tangential pressure

6.4.1 Variation with respect to the dilaton

While performing the variation with respect to the dilaton, we keep the two-dimensional
metric fixed and independent from the dilaton. To the approximation made in [8] (ne-
glecting fourth orders in curvatures), the second-order and third-order contributions to
the effective action, (6.1) and (6.2), can be replaced by a term similar to (6.1) but with
flat-spacetime differential operators [22],

_ 1 - ~0O
S=—5- | ¢ (09) ln(?>¢ . (6.19)

In order to vary (6.19), we first integrate by parts and neglect the surface terms which
are not varied. Then we interchange the gradient with the inverse d’Alembertian which is
always possible in flat space.

S .
S = S d“z (VF*¢)V, ln( 2 )gb—i— (surface terms)

1[5 = O\ e
- 8—7T/d z (V) m(?)vm .
By (1.17) and after raising and lowering indices, we write the variation as

545 = i / 2z (6,57 ¢) 1n(;—?)m¢
_ %/d% (VH340) m(;—?)?m.

Now we again integrate by parts, neglect surface terms, and interchange the gradient with
the inverse d’Alembertians to obtain

555 = 1 / & (5,50) ln<;—?)i¢ . (6.20)
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6.4.2 The tangential pressure
Reading off from the variation of the effective action

Let’s first have a look at the expression [J¢ in the Schwarzschild geometry. As ¢ = —In "
in this case — see eqn. (5.13) and the following lines — we have

- 2M 1 4M
O¢ = —9,n"* 9, Inz" = -9 . Inz" = (1 — BRI — 21
o) "0, Inx O+ Inx ( > < o + xT3> (6.21)

:,UT

From eqn. (6.20), we can read off the (6, 0) component of the energy-momentum tensor
or tangential pressure according to eqn. (5.9) and substitute eqn. (6.21),

-1 -0 2M 1 4M
0 _ - . I il
<T9 (‘%‘)) T 397272 hl( ,U2 ) <1 Yy ) ( y'r2 + yr3> )

Performing the regularization

Next, we want to explicitly perform the regularization we have implicitly assumed before
by carrying along the parameter p. In order to do so, we start with the integral

1 oM 1AM
g\l ) e )

Here we have used the definition of In[J which corresponds to eqn. (6.3) up to the reg-
ularization parameter p which, in (6.3), is only a symbolic notation. Next we write the
expression just obtained in terms of Green functions and plug in the retarded Green func-

tion (6.10),
L i 2M 1 4M
32W2xr20/ " / ! R(x’y)( y*)( y’”2+y7"3>
1 o0
— iz [ At [ !~ )82 o (my/2,)
0

oM 1AM
x(1- —— —) . (6.22
< yr > ( T (6.22)

This integral is divergent (see eqn. (6.24)); in order to regularize it, we introduce a
small parameter € > 0 and write

(T§ (2))

327272
0

(T3 (2))

(Tf (x)) = ! lim [ dm? /d2y® 2t — y")O(—04y)Jo (mr/—204y) Jo(me)

647 JZ‘TZ €—>0
2M 1 4M
X <1 — o > <—W + r3> . (623)
Y Yy Y

We can now make use of a formula which can be found, e.g., in [24]:

o0

/dm2 Jo (m —251) Jo (m —252) =20(§1 —&2) -

0
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Plugging this into eqn. (6.23), that expression simplifies to

1 2M 1 4M
70 i 20 0(t =y )O(—02y)5(0my+2/2) [ 1 = )
(Ty (=) = 3972272 0 Ty O —y)O(=02y)(0ay +2/2) < y" > < yr? - Z/T3>

As € > 0, the delta distribution selects only negative o, so there is no need for the
@(—ny),

* *

4 1 2 t ot 1 L N2 ot N2
(Tp(x)) = 555 g lim [ A%y (2" —y)d 2[(?/ 2" ) =y — ) +6}
2M 1AM
X<1— - > (‘WJF?)
y y

)
32W2$T28H0/dy /dy@m—y) (y —zt £/ (y" —i—a)

oM 1 4M
“\Imy ) e Ty

oo
1 i 1 1
~ 32m2g72 il—>0 / dy VT —am)? oy (6.24)
—o0

At this point we see clearly that the expression (6.22) (where ¢ = 0) is divergent at the
point y = .

Next, we must get rid of the parameter £ by singling out and discarding the divergent
terms. These terms are meant by the symbolic p term in eqn. (6.3). We start with
integrating by parts,

1 2M 1 4M
0 _ 3 _ _ I
Lo (20 = gomagre ili%{ [<1 v > ( y? y’“?’)

¥

y" =o0
« In yr* _xr*+\/(yr* _xr*)2+€2
Yt =—o0
Vi oM\ [ 2 18M  32M2
* * * * *2 2
w2 far (1-20) (= T+ By e el e }
—00

(6.25)

Both limits in the first term vanish as the divergence of the logarithm is suppressed by the
coefficients each of which vanishes in one of the limits. This fact has also been checked
using MAPLE.

We now integrate by parts again; for this, we first compute the integral of the logarith-

mic term,
yr* _ x'r* + \/(yr* _ xr*)2 +€2

/dyr* In
yr* _ :ZIT* + \/(yr* . mr*)2 +€2

*

=(y" —2")In




then obtain from eqn. (6.25) where surface terms vanish:

yr* _ xr* + \/(yr* _ xr*)2 +€2

— oM\ / 2 18M  32M2\1Y ==
) 2 (3 )

y y yr*:—oo

yr - W yr5 yrﬁ yr7

2M 3 44M  170M?%  192M3
><<1— >< + - + >} (6.26)
Again, the surface terms vanish because the logarithmic divergence is too weak.
Finally, we deal with the parameter ¢ by expanding (6.26) in powers of ¢ and sending
€ to zero afterwards.

The expansion of the logarithm in powers of € in the vicinity of € = 0 reads

In yr* o xr* + \/(yr* _ xr*)Z +€2
¥ r* 1 52 4 . 7,* T*
In(2]y" —= |)+Zm+ﬁ(s) ify" >u

|:— In (2|y7"* _ .7,‘7’*|) + 21n€:| — ZW + 6(54) if yr* <

Furthermore, introduce shorthand notation for polynomial term,

., 3 44M  170M?  192M3
V(y ) Y + r5 r6 7
Yy Yy ( Yy

Inserting eqn. (6.27) in eqn. (6.26) with the surface terms gone, the only ¢ independent
terms are

[e.o]

[ (10 = im e = a) — - a))

B x (1 - ZyM> Vi) . (6.28)

1
327272

(T§ (x)) =

Evaluation of the tangential pressure

Using the definition of the tortoise coordinate, eqn. (2.5), in eqn. (6.28), we obtain

o
]. * * 2 * *
B = s [ W7 = I (2 ) V)
2M
(o] 7”*
1 * * 2 * y
= T 39n2.72 /dyr ly" — 2" |In <g|$r |1 — e )V(yr)
2M
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1 2 r* r rr* r* r
——W{ln<g\x ’)/dy ly" = 2" [V(y")

2M
o
o, rr r* r yr*
+ / dy" |y" —2" [V(y")In|l — e (6.29)
2M
Let’s call the first part of this expression Iy,
o0
L) =~ (2] [yl = V) (6.30)
@) = -5 gln| |z Yy x y') . .
2M
It can be exactly evaluated. First, we note that
oo oo
/ dy" V(y") =0 and /dyr V(i y =0.
2M 2M
Combining these yields
o0
/ dy" (y" —2")V(y") =0.
2M
Now we split the integration interval at 4" = z” to obtain
z” 00 00
[arw =awen == [ar @ - e = [ar @ -y e
2M xT T
o0 o0
and thus / dy" |y~ —2" |V(y") = 2/dy’" (y" =2V (") .
2M z"

Using this relation in I; as given by eqn. (6.30) yields

[e.e]
1 2, * «
B(@") = =gyt (2171 [ = )

3272472

2M
oo

_ 1 1 2’ r*‘ du” r* r*)v r)

= T l6n2? T\ vy o (y
x’l‘

1 2 e\ (M2 MP M*
= —32772 In <;’$r |> <1‘r4 —6ﬁ+8w> . (631)

The last integral has been solved with the help of MAPLE.
Let’s note that expression (6.31) vanishes in the vicinity of the horizon as well as far
away from the Black Hole.

The second remainder of expression (6.29) can not be handled as easily, and probably
it can be evaluated only numerically. As before, the numerical calculations are not part
of this diploma thesis but are left for future investigations.

In order to decide on the form of the complete (T} (z)), at least numerical results for
that second part must be available. In particular, it would be important to know whether
the logarithm involved gives rise to a divergence as x approaches the event horizon.
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Chapter 7

CONCLUSION AND OUTLOOK

The subject of this diploma thesis has been the radiation of Black Holes discovered by S.
Hawking and the definition of two-dimensional effective action models supposed to allow
for an insight into problems not solvable in a four-dimensional theory, e.g. the problem of
back-reaction of the radiation on the geometry of the Black Hole spacetime. The question
at hand is how such a model must be constructed in order to qualitatively yield the same
Hawking radiation as obtained in real four-dimensional spacetime.

In the first part of this work, we have given a review of the spacetime of Black Holes and
explained how particles can be created by a non-Minkowskian spacetime. Then we have
had a look at several explanations of Hawking radiation, including an intuitive picture as
well as an outline of Hawking’s own derivation.

In the second part, we have introduced two-dimensional models of spherically symmetric
Black Hole radiation and discussed some models where the effective action is determined
completely by the conformal anomaly of the quantum field. In particular, it was one of the
tasks of this work to investigate an apparent discrepancy between several of these effective
action models. T convinced myself that the solution was contained in a publication by J.S.
Dowker [5] which turned out to be widely accepted by that time.

These models all assume a gravitational action obtained by dimensional reduction from
the one for four dimensions. However, they are unsatisfactory because of the matter
part. The simpler model yields a Hawking flux which qualitatively agrees with the four-
dimensional one, but it is questionable because the matter part has no four-dimensional
origin. The dilaton model does have a four-dimensional origin of the matter but yields
qualitatively unsatisfactory results for the Hawking radiation.

There are approaches to cure this disagreement by adding conformally invariant terms
to the effective action. The proposal given recently by Y. Gusev and A. Zelnikov [8] is
investigated in detail. We were able to calculate its contributions to the matter-related
energy-momentum tensor up to the point where a numerical treatment is necessary. This
necessity is mostly due to the fact that terms depending on the Schwarzschild radial
coordinate r have to be integrated with respect to the coordinate r* (see eqn. (2.5)) which
is a function of r the inverse of which — known as the Lambert W function — is available
only tabularized.

These results are equations (6.14), (6.18), and (6.29). A part of the component given
in the latter can be exactly calculated, see eqn. (6.31). However, the other part would be
needed as well in order to be able to decide on the nature, e.g. the asymptotic behaviour,
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of the whole expression.

The components of the energy-momentum tensor have a non-local nature. Thus it is
possible that they contribute to the Hawking flux which, due to the non-locality of the
quantum state, is a non-local effect as well.

Once numerical results are available, it will be possible to decide what contributions
the correction proposed by Gusev and Zelnikov makes to the effective action model and
whether they are able to restore qualitative agreement with the four-dimensional model
as for the Hawking flux.
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